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Abstract

The large-amplitude coherent mid-infrared excitation of apical oxy-

gen oscillations in bilayer cuprates Y Ba2Cu3O6+x is known to pro-

mote a short-lived superconducting-like state even far above the crit-

ical temperature. Subsequent time-resolved x-ray diffraction exper-

iments showed that the nonlinear coupling of the resonantly driven

apical oxygen phonon mode to a set of Raman-active modes induces

a transient crystal structure likely to favour this out-of-equilibrium

superconductivity.

However, the splitting of the apical oxygen vibrations into lower-

and higher- frequency modes at 16.5 and 19.3 THz – corresponding

to the oscillations of the apical oxygen atoms in the oxygen-rich and

oxygen-deficient Cu-O chains, respectively – was disregarded in these

studies. The two modes were indeed excited simultaneously because

the broadband driving pulses available (30 % ∆E
E bandwidth) didn’t

allow to distinguish between them.

Here, we present a mid-infrared pulsed light source sufficiently nar-

rowband and tunable to drive separately the two near-degenerate api-

cal oxygen phonon modes in the bilayer cuprate Y Ba2Cu3O6.5. By

exploiting chirped pulse difference frequency generation in GaSe non-

linear crystal, we managed to produce carrier-envelope phase stable

pulses, tunable between 16 THz and 23 THz, with a minimum relative

bandwidth ∆E
E of 2%. The bandwidth of these pulses scaled linearly

with their time duration, which can be chosen, by the amount of chirp

imprinted on the generating near-infrared pulses, between 200 fs and

1 ps. The energy of the mid-infrared pulses, around 8 µJ, could be

kept constant even for different pulse durations by adjusting the spot

sizes of the generating NIR pulses in the GaSe nonlinear crystal to

maintain the gain coefficient.
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By means of this source, we were able to clearly distinguish, possi-

bly for the first time, the effect of each of the two vibrational modes on

the light-induced superconducting state. The data from pump-probe

time-resolved THz-spectroscopy showed that the strength of the tran-

sient superconducting coupling between bilayers above the equilibrium

critical temperature – measured through the value of transient super-

fluid density along the c-axis, ρc – scales linearly with the amplitude

of the driving electric field. According to the theory of nonlinear

phononics, this implies that ρc scales with the square root of the nor-

mal coordinate QR of the Raman mode associated with the reduction

in the distance between bilayers. Futhermore, ρc was found to assume

a much higher value for the phonon at 19.28 THz that, between the

two investigated, has the biggest spectral weight.

These conclusions may help finding optimized routes for enhancing

superconductivity with light and for making this transient states long-

lived, in view of possible applications.
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Chapter 1

Introduction

Over the last three decades, we have seen a spectacular technological progress

in ultrashort pulse generation. This has been possible thanks to the re-

alization of solid-state laser systems, mainly based on Ti:sapphire [27] or

Yb:doped gain media. These systems generate pulses of near-infrared fem-

tosecond time duration and, in addition, show high peak powers. For these

reasons they offer the unique opportunity of strongly driving materials out

of their equilibrium, and simultaneously monitoring their temporal evolution

at the fundamental time scales of atomic and electronic motion.

One can imagine both fundamental and real-world applications, for ex-

ample ultrafast non-volatile data storage photonic devices. In materials with

strong electronic correlations, a plethora of phenomena have already been

observed when they are optically perturbed - like photo-induced insulator-to-

metal transition achieved by photo-doping Mott insulators [28] [29], optical

melting of magnetic order [30] [31], or excitation of coherent orbital waves–

and the capability of controlling them opens the possibility of exploit them

at will. However, stimulation with near-infared or visible (≈eV) photons

can lead to strong limitations in terms of control capability, as they directly
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couple to electronic excitations and inevitably heat up the electronic system.

Thus, switching between phases by reversing transitions with subsequent

light pulses, as necessary for storage devices, is not possible.

One approach to overcome this problem is to directly drive materials res-

onantly with the energies of the above mentioned low excitations, that lie

below 100 meV. With the power transferred directly into structural motions,

dissipation of heat into the electronic system is strongly reduced. This al-

lowed to control insulator-metal transitions, melting of magnetic order and

light-induced superconductivity [47] [33] [34], by means of coherent ex-

citation of infrared-active lattice vibrations by THz light pulses. The ori-

gin of this powerful tool lies in the nonlinear nature of the crystal lattice.

Infrared-active phonons driven by THz pulses to large amplitudes can couple

anharmonically to lower-frequency Raman-active vibrational modes, to exert

transient and directional distortion of the crystal structure.

Here we focus on transiently enhanced interlayer superconducting cou-

pling far above Tc in underdoped Y Ba2Cu3O6+x, induced by resonant fem-

tosecond mid-infrared light pulses. These materials are made by bilayers of

CuO2 planes, separated by an insulating layer, as sketched in Figure 1.1. The

interbilayer region contains, as well as Yttrium atoms, Cu−O chains along

the out-of-plane c-axis and along the crystal b axis. In the particular case of

Y Ba2Cu3O6.5, these last are alternatively oxygen-rich and oxygen-deficient.

At equilibrium, the low-temperature superconducting phase involves coher-

ent tunnelling between stack of bilayers, that is lost above the transition

temperature. By resonantly driving oscillations of the apical oxygen atoms

in the Cu-O chains, the coherent inter-bilayer tunnelling was shown to be

transiently restored above the critical temperature for a few picoseconds.

Time-resolved x-ray diffraction experiments showed that the nonlinear cou-

16



Figure 1.1: Structure of Y Ba2Cu3O6.5 and motion of the apical oxygen at
the empty chain sites. On the left, schematic representation of the inter- and
intra- bilayer regions.
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pling of this apical oxygen mode to a certain set of Raman-active modes

causes a reduction of the distance between bilayers [37]. This distance re-

duction can intuitively justify the restoring of interbilayer coupling in the

transient state above Tc.

Actually, in Y Ba2Cu3O6.5, there are two phonon modes associated with

the oscillation of apical oxygen atoms: one, at a frequency of 16.5 THz, drives

the atoms in the oxygen-rich Cu-O chain, while the other at 19.3 THz drives

oscillations in the oxygen-deficient Cu-O chains. Obviously, the two modes

are very close in frequency so, to date, they could have been driven only

simultaneously by broadband (≈ 30%∆E
E

bandwidth) pump pulses. The

goal of the thesis is to setup - by exploiting the chirped pulse difference

frequency generation mechanism - a source that is sufficiently narrowband to

drive the two apical oxygen modes separately and pave the way for a better

understanding of the light-induce superconductivity in underdoped cuprates.

The thesis is structured as follows. In Chapter 2, the methods for the

generation and detection of THz and MIR pulses are described. Particular

focus is posed on how to select the proper nonlinear crystal. In Chapter

3, the experimental setup for the generation of narrowband MIR pulses by

means of difference frequency generation between two linearly chirped NIR

pulses is shown. In Chapter 4, the light-induced state of YBCO is discussed,

together with the evidences that the theory of nonlinear phononics can rep-

resent a valid tool for the justification of this phenomenon. In Chapter 5, the

methods of the time-resolved pump-probe spectroscopy are summarized and

the results from our experimental setup are discussed. Follow Conclusions

and Outlook.

18



Chapter 2

Generation and Detection of

intense THz and MIR pulses

The terahertz (1 THz = 1012 Hz) frequency range is usually defined as the

part of the electromagnetic spectrum spanning from around 0.1 THz to 10

THz; the mid-infrared (MIR), from 10 to 50 THz. The most effective gen-

eration methods that produce carrier-to-envelope phase (CEP) stable pulses

and high peak field strengths in the region across THz and MIR are based on

difference frequency generation (DFG) - and on optical rectification (OR) -

in nonlinear materials. We first describe the physics of DFG and the criteria

for efficient THz and MIR generation. Then, we analyse the characteristics

of the materials that fulfil these criteria. Finally, we demonstrate that pulses

generated with these techniques are CEP stable.
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2.1 DFG and OR: basic principles

A linearly polarised laser pulse E(z, t), during propagation in a medium in

direction z, induces a polarisation:

P (z, t) = PL(z, t) + PNL(z, t). (2.1)

Here, PL(z, t) is the linear polarisation - coupled to E(z, t) by the linear

susceptibility tensor χ(1) - , and PNL(z, t) is the nonlinear term induced by

strong electric field and depending on E2, E3, . . . [1][2]. Without taking into

account, for the moment, spatial and temporal dispersion in the nonlinear

medium, the nonlinear polarisation PNL(z, t) can be written as:

PNL(z, t) = ε0χ
(2)E2(z, t) = 2ε0deffE

2(z, t) (2.2)

where deff is the so-called effective nonlinear optical coefficient, which de-

pends on the specific components of the second-order nonlinear tensor χ(2)

involved in the interaction. We are limiting our analysis to second-order ef-

fects, by neglecting the dependence of the nonlinear polarisation PNL(z, t) on

χ(3) and higher orders, since they do not contribute to the THz generation.

According to Maxwell’s equations, written in the scalar approximation

and in SI units, the evolution of the field E(z, t) can be described by:

∂2E(z, t)

∂z2
− µ0

∂2D(z, t)

∂t2
= µ0

∂2PNL(z, t)

∂t2
(2.3)

where D(z, t) = ε0E(z, t) + PL(z, t) is the electric displacement field. As we

can see, ∂2PNL(z,t)
∂t2

act as a source term for radation at frequencies different

from the ones present in the initial driving field.

If we consider an ideal optical field consisting of only two frequency com-
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Figure 2.1: From [1]. Simple model of difference frequency generation: the
photon at higher energy, ~ω3 is absorbed by a virtual level of the nonlinear
material in which it interacts with another photon at frequency ω1; the pho-
ton at ω1 stimulates the emission of a photon at ω1. For energy conservation
reasons, also a photon at ω2 is generated: ~ω2 = ~ω3 − ~ω1.

ponents, ω3 and ω1, that impinges upon a second-order noncentrosymmetric

nonlinear optical medium, the source term in 2.3, expressed according to

2.2, will contain components at frequencies 2ω3 and 2ω1 (second harmonic

generation, SHG), ω1 + ω3 (sum frequency generation, SFG) and ω3 − ω1

(difference frequency generation, DFG). We are interested in the DFG pro-

cess: through the nonlinear interactions between the spectral components,

the field at higher frequency, ω3, loses energy in favour of the one at ω1 and

a new field at frequency ω2 = ω3 − ω1 is generated (in Figure 2.1 also the

corpuscular interpretation). When ω3 ≈ ω1, the limit process is called optical

rectification (OR).

Notice that the electromagnetic field we have taken into account can

represent either two wavepackets whose center frequencies are ω3 and ω1, or

a single laser pulse, in which ω3 and ω1 are two frequency components that

we chose arbitrarily within its spectrum. In practice in DFG, that is usually

used to generate radiation in the MIR, we are referring to the first situation,

whilst in OR, that is used to generate THz radiation, to the second one. OR

is the result of DFG between the spectral components of a single laser pulse.
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2.2 Generation of THz pulses via OR

In this section we will show the conditions for optimized THz generation

through OR. We consider subpicosecond optical pump pulses passing through

a nonlinear optical material. We relax the hypothesis of nondispersive medium.

In this case, equation 2.2 has to be substitute with:

PNL(z, t) = ε0

∫∫
χ(2)(t1, t2)E(t− t1)E(t− t2) dt1dt2. (2.4)

The induced nonlinear polarization acts as a source of THz radiation in

equation 2.3. The absolute value of the emitted THz field Eem(ω, z), for

a given pump angular frequency ω0, that we assume within the material’s

transparency frequency range, can be written as [3]:

|Eem(ω, z)| = µ0χ
(2)(ω)ωI0(ω)

n(ω0)[n(ω) + ng]
Leff (ω, z) (2.5)

Here: ω stands for THz angular frequencies; I0(ω) is the Fourier transformed

intensity of the input laser pulse at z = 0 inside the crystal ; and n(ω0) and

ng are, respectively, the refractive index and the optical group index, both

at the carrier frequency of the pump, ω0.

Equation 2.5 shows that a high second-order nonlinear susceptibility χ(2)(ω)

is crucial for effective THz generation. At the same time, the amplitude of

the emitted radiation is proportional to Leff (ω, z), a quantity having the

unit of a length:

Leff (ω, z) =

√√√√1 + exp(−α(ω)z)− 2 exp
(
−α(ω)

2
z
)

cos
(
ω
c
[n(ω)− ng]z

)
[α(ω)

2
]2 + (ω

c
)2[n(ω)− ng]2

(2.6)

This can be seen, indeed, as an effective length, whose maximum value - rep-
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resented by the crystal coordinate z - is reduced by the material dispersion,

that causes velocity mismatch (n(ω) 6= ng), and by nonzero absorption α(ω)

at THz frequencies.

The velocity matching or phase matching condition (n(ω) ≈ ng) is nothing

but the fact that an efficient conversion of the optical intensity I0(ω) into THz

radiation Eem(ω) requires the phase velocity of the generated THz radiation

to match the group velocity of the pump laser pulse.

For what concerns the material absorption, two frequency regions must be

taken into account: the one at THz, and the one at 2ω0, 3ω0. . . (remember

that we are assuming that the material is transparent at ω0). In fact, in

addition to lattice resonances leading to absorption α(ω) in spectral regions

of the generated THz radiation, two- three- (or even more) photon absorption

at frequencies multiple of the carrier frequency ω0 may happen. This process

leads not only to a decrement of the effective pump intensity I0(ω), but

also to a generation of free carriers inside the medium. The enhancement

of free carrier concentration leads to increased absorption of the generated

THz radiation, that means it causes saturation of the generated THz energy.

To prevent two-phonon absorption from occurring, the wavelength of the

incident beam must be at least twice the wavelength that corresponds to

the electronic absorption edge of the nonlinear crystal. The lowest order of

multi-photn absorption is determined by the ratio of the material bandgap

(in case they have a gap, otherwise the frequency of the absorption edge is

taken as a reference) to the pump photon energy.

2.2.1 ZnTe and LNO

We have learned in the previous section that the efficiency of THz genera-

tion through OR is mainly determined by: the absolute value of the effective
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Figure 2.2: From [10]. Spectrum of the THz from ZnTe.

nonlinear coefficient deff ; the value of the refractive index at ω and at ω0;

the length over which velocity matching between THz and optical propaga-

tion can be maintained (Leff (ω)); and the absorption in the material. In

the following, we will analyse the characteristics of the crystals that have

represented the best possible compromise among all these requirements.

ZnTe is appreciated mostly because, pumped at appropriate wavelengths,

can approximately satisfy the phase matching condition in a collinear geome-

try. The optical group index ng indeed at 800 nm is equal to 3.13; a value that

is close to the one of the THz refractive index (nTHz = 3.17) [21].However,

for pump pulses with high peak intensity, this material shows saturation ef-

fects due to two-photon absorption. This process, that leads to depletion of

the pump beam as well as free-carrier absorption of the THz beam, limits

the energy conversion efficiency (ηE = Epump/ETHz). In [10], an energy

conversion efficiency - from OR in a large-aperture ZnTe single crystal wafer,

pumped at 800 nm - of 3.1 x 10−5 has been calculated. The generated THz

frequency spectrum, shown in Figure 2.2, is centred at 0.6 THz and extends

up to 3 THz.

A material that averts two-photon absorption of 800 nm pump light
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Figure 2.3: From [5]. Spectrum of the THz from LNO.

(and three-photon absorption of 1 µm pump wavelengths) is lithium nio-

bate (LNO1). At the same time, LNO displays a relatively high effective

nonlinear coefficient ( |d33| = 27 pm/V [16]), which we know to be crucial in

ensuring high efficiency in the frequency conversion process. However, non-

linear optical crystals such as LNO and other ferroelectrics preclude the use

of the collinear velocity matching geometry, since THz waves - which take

the form of phonon-polariton waves in these materials - have phase velocities

far too slow to match optical group velocities (ng = 2.25 at 800 nm, while

nTHz = 4.96 [21] ). This is why they call for a sophisticated non-collinear

pump configuration, consisting of diffraction gratings that tilt the pulse front,

with the tilt angle adjusted to let the pump pulse reach the velocity matching

with THz radiation. In this way, generation of THz pulses has been achieved

in LNO, with a pump-to-THz energy conversion efficiency of 7 x 10−4, start-

ing from a laser pulse at 800 nm [5]. The spectrum is shown in Figure 2.3:

it is centerd at 1 THz and extends up to 3 THz.

A comparison between the conversion efficiencies of LNO and ZnTe is

reported in [11]. The two systems are both excited by a laser pulse at 1.03

µm, running at 1 kHz repetition rate. Tilted pulse-front excitation for LNO

gives a conversion efficiency of 2.5 x 10−4, that is more than one order of

1LiNbO3.
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Figure 2.4: From [14]. THz spectrum from DAST pumped at 1.5 µm.

magnitude higher than both the one obtained with collinear OR in GaP,

and with an optimized noncollinear geometry in ZnTe. In fact, in ZnTe and

GaP, at high pulse energy, a strong saturation in the generated THz energy

- that is attributed to two- and three-photon absorption in the respective

materials - appears, whereas in LNO not. In LNO, a bandgap of 3.8 eV at

room temperature [12], makes possible only four-photon absorption, when

the pump wavelength is 1.03 µm.

2.2.2 High-field THz generation in organic crystals

It seems from the previous section that, when selecting a nonlinear crystal for

THz generation, one has to make a choice between nonlinear crystals such as

ZnTe and GaP, in which phase-matching can be reached in a collinear geom-

etry, but that present a low energy conversion efficiency ; and high-dielectric

ferroelectrics such as LNO, that nevertheless require a sophisticated pulse-

front tilting scheme for the approximate fulfilment of the phase-matching

condition. This is only because, up to now, the organic crystals haven’t been

taken into consideration.
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DAST2 and DSTMS3 indeed display an extremely high second order non-

linear optical susceptibility that can be exploited in a simple collinear gen-

eration scheme. The value of the component along the direction [111] of the

effective nonlinear second order coefficient, d111, in DSTMS and DAST is,

respectively, 214 pm/V ( [18]) and 210 pm/V ( [17]), at 1.9 µm. The spec-

trum of a CEP-locked high power THz pulse, generated from a collimated

infrared pump beam sent through a DAST crystal at normal incidence, is

plotted in Figure 2.4 [14]. It covers a range of 0.1 - 5 THz, apart from an

absorption line at 1.1 THz, that is due to the well-known transverse optical

phonon mode in DAST. An energy conversion efficiency of 2.2% has been

calculated. For different pump laser wavelenghts spanning from 1.2 to 1.5

µm, the temporal and spectral characteristics of the THz pulses generated

appear almost identical.

It is interesting at this point to make a comparison between DSTMS and

DAST. In DSTMS, the dominant resonance is shifted to a lower frequency

(1.024 THz) with respect to the one in DAST. Furthermore, the absorption

strength at this peak is only 235 cm−1, compared to 420 cm−1 at the domi-

nant resonance of DAST. This is why, in the plot in Figure 2.5 of Lmax(ω) as

a function of the pump wavelength and the THz frequency , the ”valley” cen-

tered at the absorption line near 1 THz is much narrower for DSTMS. This

practically means that the absorption peak at 1 THz is much less pronounced

in DSTMS, so this crystal is preferable if one is interested in generating THz

radiation in the region from 1 to 4-5 THz. Notice that the highest values for

Lmax(ω) are obtained for pump wavelengths between 1400 nm and 1700 nm

for both materials.

By optimizing the pump wavefront curvature and the imaging system

24-N,Ndimethylamino- 40-N0-methyl stilbazolium tosylate.
34-N,N-dimethylamino-4’-N’-methyl-stilbazolium 2,4,6- trimethylbenzenesulfonate.

27



Figure 2.5: From [13]. Contour plots of the maximum effective length
Lmax(ω) as a function of the pump wavelength λ and the THz frequency
ν. Top panel: DSTMS. Bottom panel: DAST. The “valley” at the phonon
resonance near 1 THz is narrower and less pronounced for DSTMS, and
Lmax(ω) is more homogeneous than for DAST in the range of 1.5 to 3.5 THz.

Figure 2.6: From [15]. Measured THz from DSTMS pumped at 1.5 µm. The
blue curve shows the measurement using EOS. Air-biased coherent detection
measurement is shown in red.

28



after THz generation, peak fields of around 80 MV/cm have been obtained

in DSTMS in the spectral region 1 - 5 THz, as can be seen in Figure 2.6 [15].

2.3 Generation of MIR pulses via DFG

The output power of the MIR wave obtained by DFG in a suitable nonlinear

crystal is given by the well-known formula [24] :

P3 =
2ω2

3d
2
effL

2

ε0c3n1n2n3

P1P2

πr2
T1T2T3Leff ,

Leff = exp(−α3L)
1 + exp(−∆αL)− 2 exp

(
−1

2
∆αL

)
cos(∆kL)

(∆kL)2 + (1
2
∆αL)2

(2.7)

where P1 and P2 are the input peak powers of the two OPAs, and P3 is the

peak MIR generated. T1,T2, and T3 are the respective single surface power

transmission coefficients. ∆k = k3−k2−k1 is the momentum mismatch. α1,

α2, and α3 are the absorption coefficients at the respective frequencies, and

∆α = |α3 − α2 − α1|. L is the thickness of the crystal.

From equation 2.7, we see that, in order to evaluate the conversion ef-

ficiency from the two incident laser beams to the MIR wave, it is worth

considering the figure of merit (FM) [1]:

FM =
d2
eff

n1n2n3

(2.8)

where n3, n2, and n1 are the refractive indices at pump, signal, and idler

wavelengths, respectively.
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Figure 2.7: From [19]. Normalized amplitude spectra from GaSe for widely
tuned center frequencies, generated by DFG of the signal waves of both
OPAs.

2.3.1 GaSe

Compared with some of the crystals that have been considered up to now,

e.g. the organic crystal DAST, GaSe has a FM value that is not extremely

high [21]. However, it can exploit its natural birefringence and the relatively

flatness of the refractive index dispersion in the MIR region we are interest in

(from 16 THz to 23 THz) to achieve phase matching ∆k = 0 at frequencies

that can be chosen rather arbitrarily within that region. Furthermore, it

presents an extended MIR transparency, from less than 10 THz up to 460

THz [1]. For all these reasons, it is widely used for the generation of MIR

pulses through DFG.

GaSe soffers two-photon absorption when pumped at 800 nm due to the

absorption onset at 0.65 µm; this is why, if the carrier frequency of the

laser is at 800 nm, it requires a parametric setup to be pumped in the near-

infrared (NIR). Peak fields up to 108 MV/cm and pulse energies as high as

19 µJ has been achieved with type-II DFG in this material [19]. The photon

conversion efficiency ηP = NMIR/NNIR has been calculated to be 14 %, a
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value that exceeds the one obtained with OR of a single pulse by three orders

of magnitude. This is because in DFG the full spectra of both OPA pulses

contribute to the mixing process, while OR utilizes only the spectral wings.

By varying the wavelength of one of the two OPAs between 1.1 µm and 1.5

µm, while keeping fixed the wavelength of the other at 1.1 µm, waveforms

with carrier frequencies spanning from 10 to 72 THz has been generated

(Figure 2.7).

2.4 Detection of THz and MIR pulses

The 4.1 mV energy of a 1 THz photon is smaller than the average kinetic

energy of a free particle at room temperature (at 300 K, kBT ≈ 25 meV ≈

6 THz). Semiconductor detectors - relying on the creation of a number of

electron-hole pairs proportional to the energy of the radiation impinging on

the device - can therefore not be used in the THz range at room tempera-

ture, and also thermal detectors would need operation at cryogenic temper-

atures (like bolometers for FTIR applications). The characterization of the

THz pulses employed in this thesis was performed by means of Electro-Optic

(EO) sampling. This is is an optoelectronic detection technique based on the

electro-optic effect, that is the change in refractive index of a material, in-

duced by the presence of a static or low-frequency (THz, in our case) electric

field. With respect to incoherent intensity detection (like the one performed

by using Si-bolometers), the coherent EO sampling technique enable the re-

covery of both the amplitude and the phase of the THz field. Furthermore,

an EO sampling scheme works perfectly at room temperature.
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2.4.1 Electro-optic sampling

In some materials, the change in refractive index depends linearly on the

strength of the applied electric field E. This change is known as the linear

electro-optic effect or Pockels effect [2]. Putting aside anisotropy effects:

∆n = n3rE (2.9)

where r is the electro-optic coefficient. Let us see how, exploiting the Pockels

effect, a direct measure of the electric field profile of a THz pulse is possi-

ble. In the following we will speak about THz pulses, but the electro-optic

sampling technique has been used to characterize both THz and MIR pulses.

An optical sampling pulse co-propagate with the THz field through a

nonlinear detection crystal. If the THz phase velocity and the optical group

velocity match, the optical pulse - that must have a time duration much

shorter than the one of the pump - feels a constant electric field, that is the

instantaneous THz field. The polarisation of the optical probe is rotated by

the birefringence induced by the pump. The degree of rotation is proportional

to the THz field amplitude, so a measurement of the former gives the value

of the THz electric field at the point the two pulses overlap. Scanning the

delay between the THz and the optical pulse allows the recovery of the whole

electric field profile of the THz pulse.

With the help of the EO scheme depicted in Figure 2.8, we can understand

how the rotation of the probe polarisation is measured. After the nonlinear

detection crystal, a half-wave (λ/2) plate and a Wallaston prism are placed.

The optical pulse is splitted by the prism in two orthogonal-polarised pulses,

that are then sent into a balanced photodetector, whose output signal is the

difference between te outputs the two photodiodes. The λ/2 plate is aligned
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Figure 2.8: Electro-optic sampling scheme. λ/2: half-wave plate. WP: Wol-
laston prism.

in such a way that, in the absence of the THz field, the two orthogonal-

polarised pulses have the same intensity, so that they give rise to a zero signal

from the balanced photodetector. Only when the THz field overlaps with the

sampling pulse inside the crystal, since the polarisation of the probe pulse

is rotated, an intensity difference is measured between the two photodiodes,

resulting in an output signal linearly proportional to the amplitude of the

THz field. This procedure is very sensitive, allowing for the detection of THz

pulses with less than 1 nJ energy.

The THz probe pulses used in our setup are generated through OR in a

0.5 mm thick (100) cut ZnTe crystal. The gate is an optical pulse at 800 nm,

directly coming from the laser. The electro-optically active medium used is

another 0.5 mm thick (110) cut ZnTe crystal, selected because it approxi-

mately satisfies the phase-matching condition between pulses at 800 nm and

0 to 5 THz, and because has a relatively large electro-optic coefficient. Its

first TO phonon mode is at 5.3 THz, which restricts its detectable bandwidth

to about 5 THz. For higher frequency investigations within the THz range,

crystals such as GaP should be used. Typical THz transients obtained with

this system are shown in figure 2.9.

To characterize the MIR frequency pulses - generated in our setup through
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Figure 2.9: THz time-domain traces and associated spectra of the probe,
from electro-optic sampling.

difference frequency interaction in 1 mm thick GaSe crystal -, another GaSe

crystal (50µm thick) is used as electro-optically active medium (see section

2.3.1 ). The gate in this case is a compressed optical pulse (800 nm) of 80 fs

time duration.

2.5 CEP stability

The carrier envelope phase (CEP) of a laser pulse is the relative phase that

the electric field profile has with respect to its envelope. Figure 2.10 shows

two examples of pulses with the same envelope but different CEPs. A laser

source is called CEP stable if all the generated pulses have the same CEP.

Because time-resolved gating techniques like the EOS require scanning the

THz-gate delay, the THz and MIR pulses employed need to be CEP stable,

i.e. they must have a reproducible electric field profile. CEP stable pulses can

be generated starting from non-CEP stable sources by exploiting the existing

phase relations between the pulses involved in nonlinear optical processes like

DFG.
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Figure 2.10: Example of pulses with the same intensity envelope (red line)
but different CEPs.

Figure 2.11: From [22]. Long-term characterization of the MIR phase drift.
Both free-running and closed loop measurements are displayed.

Difference frequency (DF) mixing between pulses at different frequencies

with carrier-envelope phases φ1 and φ2, generates a pulse with absolute phase

given by ( [23]):

φDF = φ1 − φ2 − π/2 (2.10)

When the two interacting waves are derived from the same source - i.e., the

two pulses are generated by two OPAs that are seeded by the same white

light - or are different components of a broadband pulse (OR), they are

mutually phase-locked , and their phases can be written as φ1 = φ2+∆φ, with

∆φ constant. The difference frequency process then generates, according

to 2.10, a wave with phase ∆φ − π/2 that is stable. In practice, then,
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DF-generated pulses always present a long-term drift in the CEP due to

unavoidable differences in the paths of the two interacting beams, but there

exists simple techniques useful to instantaneously correct such a drift. One

of these consist in changing one of the two pump beam paths, by using a

control loop system [22].

In Figure 2.11 is displayed the effect of such a system on the phase shift.
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Chapter 3

Controlling bandwidth: from

broadband to narrowband

pulses

In this chapter, the experimental setup for the generation of narrowband, tun-

able, high-energy, CEP-stable MIR pulses is described. Emphasis is placed

on minimizing the bandwidth and on the frequency tunability : pulses be-

tween 16 and 23 THz with a bandwidth of less than 0.8 THz (FWHM) were

achieved through DFG in GaSe between two equally linearly chirped NIR

pulses. Furthermore, if one is interested in generating lower frequency fields,

it sufficient to substitute the GaSe crystal with a suitable crystal like DSTMS

(pulses between 4 THz and 18 THz has been demonstrated in a similar setup

[25]). We remark that such a tunability wouldn’t have been possible with

a generation method based on OR. The CEP stability is obtained by seed-

ing the two identical optical parametric amplifiers (OPAs) that generate the

two NIR pulses with the same wight light continuum: in this way pulses

with correlated carrier-envelope phase fluctuations are generated, that are
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Figure 3.1: From [26]. Principle of the narrowband MIR generation. (a)-
(c): time-frequency Wigner distributions of the interacting NIR pulses for
various chirp configurations. The MIR components are generated at the DF
between NIR spectral frequencies at the same time delay. Ω1 and Ω2 are the
lowest and highest frequency generated during the whole interaction time,
respectively. (d) Corresponding MIR spectra.

then subtracted in the DFG process, hence yielding a stable carrier-envelope

phase of the MIR pulse, making it possible to measure its electric field by

EOS (see section 2.5).

3.1 Narrowband MIR pulse generation: prin-

ciples

Figure 3.1 summarizes the principle of narrowband MIR pulse generation

through DFG among linearly chirped pulses. According to energy conserva-
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tion, the MIR light is generated at the difference frequency of the two fre-

quency components that interact at the same time in the nonlinear medium.

The MIR bandwidth can be estimated at the zero order as ∆Ω = Ω2 − Ω1,

where Ω1 (Ω2) is the lowest (highest) frequency generated during the whole

interaction time. If the two NIR pulses are Fourier-transform limited - i.e.

for a certain bandwidth the pulse duration is the shortest possible - all the

frequencies of the two NIR pulses interact at the same time [see Figure

3.1 (a)], giving rise to the broadest MIR pulse [dotted line in Figure 3.1

(d)]. If the two NIR pulses are linearly chirped - i.e. the instantaneous

frequency ω(t) can be written as ω(t) = ω0 + βt, with ω0 being the cen-

tral frequency and β the linear chirp - with different group delay dispersion

(GDD), as depicted in Figure 3.1 (b), only a subset of their frequency com-

ponents can interact, leading to a decrease in the MIR bandwidth [dashed

line in Figure 3.1 (d)]. The two NIR chirped pulses can be described as

Ei(t) = E0i(t) exp[i(ωit) + βit
2], where E0i(t) is the envelope and give rise

to MIR pulses EMIR(t) = E∗01(t)E02(t) exp[i(ω1 − ω2)t+ i(β1 − β2)t2]. Since

the chirp in the two pulses is different, β1 6= β2, the MIR pulses acquire

a time-dependent frequency,i.e., they are also chirped. furthermore, if the

two NIR pulses have the same bandwidths, this also implies that some of

the frequency components of the most dispersed pulse do not interact with

the other pulse, resulting in a strong reduction of the DFG efficiency. If the

two NIR pulses are chirped with the same amount of GDD [see Figure 3.1

(c)] ∆Ω = Ω2 − Ω1 ≈ 0. This leads to the generation of the narrowest, in

principle unchirped (β1 − β2 = 0) MIR pulse. Actually, the DF spectrum

gets inevitably broadened, since at any time t′ in the Wigner map in Figure

3.1 (c) each one of the two NIR has a bandwidth different from zero. To

control the bandwidth of the MIR [ solid line in figure 3.1 (d)] on can refer
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to the fact that the MIR, according to what we deduced from the formula,

is unchirped; so, its bandwidth is inversely proportional to its time duration,

whose cannot be longer than the one of the interacting NIR pulses. So, the

longer the pulse duration of the stretched NIR, the narrower the bandwidth

of the DF generated MIR.

3.2 Experimental setup

Figure 3.2 displays a schematic drawing of the optical setup. A commercial

Ti: sapphire regenerative amplifier, delivering 800 nm wavelength pulses of 7

mJ energy and 80 fs duration (FWHM) at 1 kHz repetition rate was used to

pump two identical three-stage optical parametric amplifiers (OPAs). OPA1

and OPA2 generated 1.38 µm and 1.55 µm wavelengths beams, respectively,

that were sent to two identical stretchers (S1 and S2 in Figure), that intro-

duced the same amount of dispersion to the two beams. The two equally

linearly chirped pulses met in the GaSe nonlinearcrystal, where generated

MIR pulses with wavelength between 13 and 17 µm through difference fre-

quency generation.

3.2.1 The optical parametric amplifiers (OPAs)

The sources of femtosecond pulses, like the laser used in our setup, operate

at fixed wavelengths. However the need to excite a system on resonance re-

quires broad frequency tunability: this is achieved by the optical parametric

amplification (OPA) nonlinear process. In a suitable non linear crystal, en-

ergy is transferred from the high frequency and high energy beam directly

coming from the laser (the pump beam at frequency ω3) to a lower frequency,

lower intensity beam (the signal beam at frequency ω1 < ω3) which is thus
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Figure 3.2: Setup for the generation of narrowband MIR pulses. OPA I
and II: three-stage OPAs; WLG: white light generation; S1 and S2: stretch-
ers. A commercial Ti: sapphire regenerative amplifier, delivering 800 nm
wavelength pulses of 7 mJ energy and 80 fs duration (FWHM) at 1 kHz
repetition rate was used to pump two identical three-stage optical paramet-
ric amplifiers (OPAs). OPA1 and OPA2 generated 1.38 µm and 1.55 µm
wavelengths beams, respectively, that were sent to two identical stretchers
(S1 and S2 in Figure), that introduced the same amount of dispersion to
the two beams. The two equally linearly chirped pulses met in the GaSe
nonlinearcrystal, where generated MIR pulses with wavelength between 13
and 17 µm through difference frequency generation.
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Figure 3.3: Schematic of the two OPAs used in the experiment. BS: beam
splitter. DL: delay stage. Part of the beam coming from the Ti:sapphire laser
is used to generate wight light pulses in Sapphire plate. The wight light is
split into two parts and is sent to the two OPAs. Here, the parametric ampli-
fication process takes place in 2.5 mm and 3 mm thick BBO crystals pumped
by the remaining part of the initial beam. The two OPAs are identical, ex-
cept for the fact that the respectively BBO crystal are slightly differently
rotated such that one generates 1.38 µm wavelength pulses, while the other
1.55µm. Both the OPAs generete pulses with maximum energy of 850 µJ .
Hence, their photon conversion efficiency is around 42 and 47 % respectively.
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amplified. The frequency of the signal at which the pump transfers energy

is determined by the phase-matching condition. By rotating the nonlinear

crystal in a proper way, the phase-matching condition is fulfilled for sig-

nals at different frequencies: in this way, the desired frequency tunability is

achieved. OPA is nothing but a DFG mechanism; the only difference stays

in the strength of the interacting fields: DFG arise when the pump and the

signal fields have comparable intensities, while OPA occurs when the signal

is much weaker.

In Figure 3.3 it is depicted a schematic of the two OPAs used in our setup.

A small fraction of the 7 mJ pump beam coming from the Ti:sapphire laser

is used to generate wight light pulses, focussed in sapphire. The wight light

is split into two parts and is sent to the two OPAs. The pump pulses are

s-polarized and type-II phase matching in Beta Barium Borate (β BBO) is

used to select in the first stage the signal wavelengths of 1.38 and 1.55 µm

for amplification from the continuum. Pumped with 322 µJ pulses, signals

with energies of around 30 µJ are generated, which are then used to seed

the next two amplification stages (see the Figure for details on the beam

distribution into each OPA). At the end, pulses with maximum energy of

700 and 650 µJ are generated at 1.38 and 1.55 µm. This corresponds to

an overall photon conversion efficiency value of 42 and 43 %, respectively.

We decided to tune the two OPAs to 1.38 and 1.55 µm (we are obviously

referring to the signals) because the modes we were interested in exciting lie

below 23 THz and because in that frequency range it is guaranteed a high

efficiency transmission of the stretcher’s gratings. The duration of the high

energy pulses is around 90 fs. They are focused onto the gallium selinide

(GaSe) crystal almost collinearly to generate the MIR pulses, yielding 7-8

µJ pulse energy at 13 µm. Te overall photon conversion efficiency of the
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conversion is thus approximately 1.9 %.

3.2.2 The stretcher

When a laser pulse is transform limited, each frequency arrives at the sample

at the same time; equivalently, its time duration is the shortest one per-

mitted by a given bandwidth. When, within the spectrum of a transform

limited pulse, some frequencies are delayed with respect to others, the pulse

is stretched : its time duration is increased. A stretched pulse can be com-

pressed, if the delayed frequencies are made to travel over a shorter path

than the other wavelength components of the beam; a transform limited

pulse cannot. The phenomenon of delaying or advancing some wavelenths

relative to others is called group delay dispersion (GDD) or, less formally,

chirp. A pulse is said to be positively chirped when the longer wavelengths

lead the shorter wavelengths. Conversely, if the redder light is delayed more

than the bluer light, it has a negative chirp. Stretchers and compressors are

dispersive optical elements that introduce a certain amount of positive or

negative GDD to the beam. To understand the meaning of this quantity it

is worth recalling some important concepts from linear optics.

The physical meaning of the GDD

For ultrashort pulses, the electric field E(z, t) is frequently written in terms

of a slowly varying envelope B(z, t) times a travelling optical carrier term

cos(ω0t− k0z + φ(t)) at frequency ω0 and time-dependent phase φ(t) [1]:

E(z, t) = B(z, t)cos(ω0t−k0z+φ(t)) = Re{B(z, t) exp(j(ω0t− k0z + φ(t)))}

(3.1)
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We usually call A(z, t) = B(z, t) exp[jφ(t)]. For simplicity, the z dependence

of the electric field is neglected in the following.

An electric field can be described also in the frequency domain; thanks to

the fourier-transform operator, it is possible to switch from the time domain

to the frequency domain:

Ẽ(ω) = F (E(t)) =
1√
2π

∫ +∞

−∞
E(t) exp(−jωt)dt. (3.2)

Viceversa,

E(t) = F−1(Ẽ(ω)) =
1√
2π

∫ +∞

−∞
Ẽ(ω) exp(jωt)dω (3.3)

is the inverse Fourier transform. Equation 3.3 shows that E(t) can be seen

as a superposition of an infinite number of monochromatic light waves with

angular frequency ω. Ẽ(ω) in equation 3.2 is the complex coefficient of each

monochromatic wave, and can be decomposed in:

Ẽ(ω) = |Ẽ(ω)| exp(jΦ(ω)) (3.4)

where |Ẽ(ω)|2 is the spectrum of the wave, and Φ(ω) is its spectral phase.

In a medium that is dispersive (i.e., n = n(ω), with n being its refractive

index) and linear (i.e, the applied electric field id sufficiently low that one

can write PNL = 0), each one of the monochromatic waves with angular

frequency ω and wave vector k(ω) = ω
c
n(ω) that constitute the propagating

pulse travels with a velocity c
n(ω)

. The quantity

Φ(ω) = k(ω)z =
ωz

c/n(ω)
(3.5)

is the spectral phase accumulated by each monochromatic wave after
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having propagated for a distance z through the dispersive linear medium.

Notice that Φ(ω)/ω is the time that a monochromatic wave took to travel

along such a distance.

Let us approximate the spectral phase with a Taylor expansion around

the pulse carrier frequency ω0:

Φ(ω) = Φ(ω0) +
∂Φ(ω)

∂ω
|ω0(ω − ω0) +

1

2

∂2Φ(ω)

∂ω2
|ω0(ω − ω0)2 + . . . (3.6)

If we stop at the first order in that expansion and substitute the resulting

expression for Φ(ω) in the equation 2.3 (where now the RHS is zero), we

find that each one of the monochromatic components that constitute the

progressive wave is moving through the medium with the same velocity (

that is the so-called group velocity vg = ∂ω
∂k
|ω0). The only difference with

respect to a wavepacket propagating in vacuum is that the velocity of each

monochromatic component at ω is vg and not c. Obviously, vg is always lower

or at maximum equal to c; this means that the wave-packet accumulates -

during the propagation through the dispersive medium- a time delay with

respect to a wave-packet in vacuum. Such time-delay is

GD(ω0) =
∂Φ(ω)

∂ω
|ω0 = z

∂k

∂ω
|ω0 (3.7)

and is called group delay (GD). The remarkably thing is that within this

approximation (first order expansion of Φ(ω)) there is no dispersion of the

wave-packet during the propagation through the dispersive medium.

But we know that there must be dispersion because the velocity of prop-

agation c
n(ω)

is different for at least two monochromatic components ω, since

n(ω) cannot be constant for all the frequencies, otherwise the medium wouldn’t
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be dispersive. So, it makes sense to extend the expansion of Φ(ω) at the sec-

ond order (see equation 3.6), or equivalently to expand the GD at the first

order:

GD(ω) = GD(ω0) +GDD(ω0)(ω − ω0) + . . . (3.8)

where GDD is called group delay dispersion. From equation 3.6 it is

evident that

GDD(ω0) =
∂2Φ(ω)

∂ω2
|ω0 = z

∂2k

∂ω2
|ω0 . (3.9)

The higher is the GDD value (usually expressed in fs2) for a given length z,

the higher is the pulse broadening in time.

One can, at this point, expand equation 3.6 at the third order (or equiv-

alently equation 3.8 at the second order). In this case, the quantity TOD -

called third order dispersion- appears and is defined as TOD(ω0) = ∂3Φ(ω)
∂ω3 |ω0 .

A strong TOD value, for a given length z, gives rise to an asymmetric tem-

poral profile of the pulse and multiple delayed replica.

Let us now calculate the temporal profile of a gaussian pulse, written in

the form

E(t) = Re

{
A0 exp

(
− t2

2τ 2

)
exp(jω0t)

}
, (3.10)

resulting from pure second order dispersion (i.e., we don’t consider higher

order in the expansion 3.6). After propagation in the dispersive medium, the

pulse is still gaussian with a pulse duration τout (FWHM) that is given by

τout = τIN

√
1 + (

GDD(ω0)

τIN
)2 (3.11)
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where τIN is the pulse duration (FWHM) before the medium. this equation

shows the main effect of GDD on the pulse width. When GDD � τ 2
IN (small

dispersion with respect to the initial time duration of the pulse), τout ≈ τIN :

the pulse shape is almost unaffected by the presence of the medium. In

contrast, when GDD � τ 2
IN (large dispersion with respect to the initial time

duration of the pulse):

τout ≈
GDD(ω0)

τIN
(3.12)

It means that the shorter is the pulse duration τIN the more the pulse

is susceptible to dispersion broadening; the amount of broadening is propor-

tional to the GDD value at the central frequency of the pulse ω0. This can

be intuitively understood by considering that a short pulse contains many

frequencies which travel with different group velocities in the medium.

Dispersive stretcher with transmission grating pairs

In Figure 3.4 the stretcher that has been used in the experiment is schemat-

ically represented. It is based on two pairs of parallel gratings. The pulse

coming from the OPA, incident on the first grating, is separated into its com-

ponent wavelengths. The different wavelengths of the beam propagate along

different directions in the space between the two gratings. After diffraction

by the second grating, the beams of different wavelengths become parallel

but they are separated in space. To make the beam to assume the same

shape it had before the stretcher, a second grating pair, identical but rotated

90◦ right with respect to the first one, is placed. After the stretcher, the

longer wavelength components of the incoming beam have traversed longer

distance in comparison to the shorter ones. Thus pulses at higher frequencies

arrive earlier than lower frequency pulses, in case of an incoming transform-
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Figure 3.4: Schematic representation of the stretcher used in the experi-
ment. It is made by two transmission grating pairs. The total amount of
negative dispersion introduced by the stretcher is proportional to the dis-
tance Lg between the gratings that constitute a pair and it is two times the
one introduced by a single grating pair.

limited pulse. This stretcher introduces a negative GDD. The total amount

of negative dispersion is two times the one introduced by the first grating

pair, that is given by the formula:

GDD(ω0) = −4m2π2cΛ2

ω3
0

[1− (−m 2πc

ω0Λ
− sin(θi))

2]−3/2Lg (3.13)

where: m is the order of diffraction; ω0 is the central angular frequency of

the wave-packet; Λ is the period of the grating; θi is the angle of incidence on

the first grating; and Lg is the distance between the gratings that constitute

a pair. What is remarkable is that, according to Formula 3.13, the total

negative dispersion introduced by the stretcher is proportional to Lg, so it

can be finely tuned simply by changing the distance between parallel gratings.

In the experiment, high-efficiency transmission gratings (almost 95% diffrac-

tion efficiency between 1.4 µm and 1.55 µm) with 966.2 lines/mm and an
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Figure 3.5: Time duration of the NIR beam after the stretcher as a function
of the distance Lg between the gratings that constitute a pair, together with
the linear fit (red line). The data come from FROG measurements. The
maximum time duration achieved is 3 ps.
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Figure 3.6: Time-frequency Wigner map of the NIR pulses before (a) and
after (b) the stretcher, retrieved from frequency-resolved optical grating
(FROG). Before the stretcher, both the NIR pulses had a time duration
90 fs (FWHM). After the stretcher, both are 780 fs long (FWHM). By cor-
rectly tuning the distance Lg between the gratings of the two stretchers, the
time-frequency traces of the two pulses after the stretcher are parallel to
each other. This is the situation shown in Figure 3.1 (c), that leads to the
narrowest band MIR difference-frequency generated pulse.
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angle of incidence θi of 48.3◦ have been used. By considering that m is equal

to -1 and 1.55 µm as the wavelength of the incoming beam - for a minimum

value of Lg equal to 500µm - we find from equation 3.13 a GDD value of 24 000

fs2, that is consistent with the one obtained with the FROG measurement.

Furthermore, the time duration τIN is 90 fs (from FROG measurement); this

means that the minimum GDD value introduced by the stretcher in our setup

(the one associated with minimum distance Lg between gratings) is already

much bigger than τ 2
IN . So, in all the operating conditions we are in the case

GDD � τ 2
IN . This means, according to equation 3.12, that τout is linearly

proportional to GDD. But the stretcher that has been used it holds that

GDD is linearly proportional to Lg (equation 3.13). Putting equation 3.12

and 3.13, one expects that the time duration of the pulse after the stretcher

is linearly proportional to Lg. This is indeed what we found from FROG

measurement (see Figure 3.5). We managed to stretch the laser pulse up to

3 ps.

In our setup, two identical pulse stretcher were used to introduce equiva-

lent amounts of negative linear chirp to the NIR pulses at wavelengths 1.42

µm and 1.55µm coming from the two OPAs. Figure 3.6 shows their time-

frequency traces retreived from FROG measurements, before (a) and after

(b) the stretcher. It can be seen that the central frequency of the two beams

is not shifted by the stretcher. Before the stretcher, both the NIR pulses

had a time duration 90 fs (FWHM). After the stretcher, both are 780 fs long

(FWHM). By correctly tuning the distance Lg between the gratings of the

two stretchers, the time-frequency traces of the two pulses after the stretcher

are parallel to each other. This is the situation shown in Figure 3.1 (c), that

leads to the narrowest band MIR difference-frequency generated pulse.
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3.2.3 DFG between linearly chirped NIR pulses

The two OPAs in Figure 3.2 were tuned between 1.38 µm and 1.55 µm,

so the laser pulses generated through DF could in principle have a carrier

frequency ranging from a few THz to 23 THz. In practice, then, the lower

frequency limit is set by the Reststrahlen absorpion band of GaSe at almost 16

THz. High-energy ( 8µJ), narrowband, CEP stable, tunable between 16 THz

and 23 THz pulses were generated through difference frequency interaction

between equally linearly chirped pulses in 1 mm thick GaSe crystal (type II

phase-matching). Notice that the NIR wavelengths were tuned to above 1.2

µm to prevent two-photon absorption in GaSe (see Section 2.3.1). The pulse

energy for optimum time delay between the two NIR is around 8µJ . It was

measured by a commercial thermopile detector. The MIR beam diameter

in the focus was estimated to be around 230 µm. This value was obtained

by measuring through a calibrated 300µm pinhole and was consistent for

all the measurements, indicating that the beam quality was not affected by

the NIR stretching setup. The resulting peak of the electric fiels is 3.3 MV
cm

(Epeak =
√

2Z0Wpulse

ApulseτMIR
, where: Z0 is the vacuum impedance; Wpulse, Apulse,

and τMIR are, respectively, the energy, the area and the duration of the

MIR pulse). The energy of the mid-infrared pulses around 8 µJ can be kept

constant even for the different pulse durations by adjusting the spot sizes in

the GaSe nonlinear to maintain the gain coefficient. Three gold mirrors (two

of them parabolic and the other one round) were used to first collimate and

then focus the MIR onto the sample. Each of them has a reflectance of 97%

in the frequency range of the MIR generated pulse. Taking into account also

the CsI window, the pump fluence on the sample is lowered by a factor 0.22

(1−0.973∗0.85) with respect to the value assumed after the GaSe generation

crystal (11 mJ
cm2 ). In conclusion, the pump fluence on the sample is around

53



Figure 3.7: FTIR measurements for different distances Lg between the grat-
ings of the stretcher. Only the first trace, the one with the largest relative
bandwidth, comes from DFG between the two NIR beams that come di-
rectly from the two OPAs, without passing through the stretcher.(a): Inter-
ferograms as a function of the time delay between the two beams in which is
split the MIR beam in the two arms of the interferometer. (b): corresponding
relative bandwidth ∆ν/ν0 (FWHM) of the pulses. As the distance between
the gratings increases, the time duration of the two NIR increases, and the
relative bandwidth decreases.

8.5 mJ
cm2 .

In Figure 3.7, the Fourier-transform infrared spectroscopy (FTIR) mea-

surements for different distances Lg between the gratings of the stretcher are

displayed, together with the relative bandwidth ∆ν
ν0

of the pulses. Only the

first trace, the one with the largest relative bandwidth, comes from DFG

between the two NIR beams that come directly from the two OPAs, without

passing through the stretcher.

The CEP stable MIR fields were then transmitted through a CsI window

and characterized by EOS in a 50 µm thick GaSe crystal (see section 2.3.1).

For this purpose, 40 fs gating pulses were obtained by compression of a low

energy replica of the fundamental 800 nm beam, by using a sapphire crystal
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and a prism compressor. The 2 mm thick CsI window was used in order to

block low-frequency (and low-energy) THZ pulses generated due to OR in

GaSe. In the frequency range we are interested in, it has 85% transmittance.

The EOS traces - obtained for difference distances between the gratings

of the two stretchers (see Figure 3.8 (a)) -allowed us to retrieve the pulse

duration of the MIR pulses. These values were compared with the ones

obtained by considering the FWHM intensity of the pulse generated in the

same setup of the EOS by sum-frequency between the 800 nm gate and

the MIR pulses. As can be seen in Figure 3.8 (b), the two results were

absolutely consistent. This allowed us to show in Figure 3.9 the intensity

traces of the sum-frequency generated pulses, rather than the EOS traces,

since they convey more clearly the information about the pulse duration.

At this point we had, for the different values of the distance between the

gratings, both the time duration and the relative bandwidth of the pulses

generated by difference frequency in GaSe. We had demonstrated in section

3.2.2 that, by increasing Lg, the time duration of the NIR pulses is increased

proportionally, and consequently the time duration of the MIR ones. This

implies - according to the discussion in Section 3.1- a linearly proportional

reduction of the DF generated pulse bandwidth, since we expect that they

are almost Fourier transform-limited. This is exactly what Figure 3.10 shows:

the relative bandwidth (FWHM) of the MIR pulses decreases linearly as the

time duration of the two NIR increases.

To check if the pulses are really almost transform-limited, we shown in

table 3.2.3 the Transform-limited time duration calculated for the different

positions of the gratings (except for the first value, that comes from DFG

between the two NIR beams that didn’t passed through the gratings of the

55



Figure 3.8: (a) EOS trace of a CEP stable MIR pulse. (b): the intensity of
the pulse extraced from the electro-optic sampling has been compared with
the intensity of the beam generated by sum-frequency between the MIR pulse
and the 800 nm gate pulse. The two measurements are consistent.
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Figure 3.9: Time intensities of the beams generated by sum-frequency be-
tween the MIR pulse and the 800 nm gate pulse, for different positions of
the gratings of the two stretchers. As the distance between the gratings
increases, the time duration of the MIR DF generated pulses increases.
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Figure 3.10: Relative bandwidth of the MIR pulses as a function of their time
duration. As we expected from the discussion in Section 3.1, the relative
bandwidth of the pulses decreases linearly with their time duration, since
they are nearly transform-limited.

stretcher), by assuming a Gaussian pulse and by considering the bandwidth

as extracted from the FTIR measurements. By comparing these values with

the one measured with the EOS, we found that the time duration of the MIR

pulses is always close to the transform-limited value (within 10 %).

Table 3.1: First column: bandwidths (FWHM) of the MIR pulses for the dif-
ferent positions of the stretchers as extracted from the FTIR measurements.
Second column: time duration of the MIR pulses extracted from the time
intensity of the pulses generated due to sum-frequency between the MIR and
the 800 nm gate pulses. Third column: transform-limited time durations
calculated by assuming Gaussian pulses and by considering the bandwidths
values from the First column. Notice thast the first value comes from DFG
between the two NIR beams that didn’t passed through the gratings of the
stretcher.
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FWHM(THz) τMIR(ps) TLτMIR(ps)

2.5 0.195 0.176

1.6 0.32 0.275

0.97 0.54 0.45

0.39 1.12 0.92

3.2.4 Frequency tunability

In Figure 3.2 it is represented the delay stage, that is used to tune the

temporal overlap between the two linearly chirped NIR pulses that come

from the two stretchers. If the delay between the NIR pulses is changed, the

subset of frequencies that can interact at any time t′ in the DFG is shifted

and so their difference frequency ΩMIR changes (see the difference between

Figure 3.11 (a) and (b)). In Figure 3.11 (c) is shown that the output MIR

central frequency varies linearly with the delay between the incoming pulses.

In addition, the pulse energy of the narrowband MIR light scales with the

shape of the gaussian spectrum of the two interacting NIR pulses, as can be

seen in Figure 3.12 (d). This can easily be understood by looking at Figures

3.12 (a)-(c): when the time delay is zero [Figure 3.12 (b)] all the frequency

components of one NIR pulse interact with all the others of the second NIR

pulse, hence resulting in a huge transfer of energy to the generated MIR beam.

In contrast, when the time delay is negative or positive, the interaction is

only between the lowest frequencies of one of the two NIR and the highest

frequencies of the others [ Figure 3.12 (a) and (c)]. Data plotted in Figure

(d) show that when the time delay between the two NIR is shifted such

that the MIR central frequency is 1.5 THz different from the value given

by the difference between the central frequencies of the two interacting NIR

pulses, the MIR pulse energy decreases by 50%. This is why to tune the
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Figure 3.11: Frequency tunability of the DFG MIR. (a)-(b): when the time
delay between the two NIR is shifted, the central frequency generated by DF
is shifted as well. (c): experimental points together with the linear fit (red
curve) and the error bars (0.8 THz that corresponds to the MIR bandwidth).
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Figure 3.12: Energy variation of the DF generated MIR pulse as a function
of the delay between the two NIR beams. (b): the time delay is zero [Figure
3.12 (b)], so all the frequency components of one NIR pulse interact with
all the others of the second NIR pulse, hence resulting in a huge transfer
of energy to the generated MIR beam. (a) and (c): when the time delay is
negative or positive, the interaction is only between the lowest frequencies
of one of the two NIR pulses and the highest frequencies of the others. (d):
experimental data together with the gaussian fit (red line).
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central MIR frequency by more than 1 or 2 THz we directly adjusted the

OPA wavelengths, rather than varying the time delay between the two NIR

beams.
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Chapter 4

Light-induced

superconductivity in YBCO

Y Ba2Cu3O6+x (YBCO) is a high temperature superconductor, whose critical

temperature Tc monotonically increases with the hole doping level x, from

53 K (x = 0.50) to 93 K (x = 0.95). YBCO crystallizes in a centrosymmet-

ric orthorhombic unit cell and comprises bilayers of CuO2 planes, separated

by an insuating layer containing Yttrium atoms and Cu-O chains, that con-

trol the hole doping x of the planes. The Cu-O chains serve as a charge

reservoir for these planes: by increasing their oxygen content, one increases

the hole doping of the CuO2 planes. The Y BCO6.5 sample contains O-rich

and O-deficient Cu-O chains ( see Figure 1.1). The superconducting state

is characterized by coherent tunneling of Cooper pairs both within bilayers

and between them through the interbilayer region. Above Tc, interbilayer

coupling is lost, while signatures of coherent tunnelling processes within the

bilayers were found to persist up to temperatures far above Tc (as will be

discussed in Section 4.3).
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4.1 Phase diagram of underdoped YBCO

The underdoped compound Y Ba2Cu3O6 is an antiferromagnetic insulator.

Small hole-doping levels of 2% lead to a transition to a state that tends to

be metallic, but still cannot be defined like that (we will discuss this state in

the subsection dedicated to the pseudogap). This transition is accompained

by the breaking of long-range antiferromagnetic order, which is replaced by

a spin-glass phase that persists up to a temperature of 30 K. As the oxy-

gen content is further increased, a superconducting phase develops with the

highest transiton temperature of 93 K at optimal doping x =0.95.

Charge density wave order (CDW)

The superconducting phase shows a suppression at 1/8th doping. At that

doping level, x-ray scattering experiments revealed the presence of charge

density wave (CDW) order [45]. The intensity of the diffraction peaks asso-

ciated with the CDW rises with decreading temperature down to Tc; below

Tc it starts to reduce with decreasing temperature. This behaviour suggested

a competition between superconductivity and charge order. The formation

of competing charge or spin order at 1/8th doping is a general property of

cuprates.

Light-induced superconductivity

Following resonant lattice excitation, signatures of light-induced superconductiong-

like state have been found throughout the red region of the phase diagram of

Y Ba2Cu3O6+x . The first superconducting state induced by resonant lattice

excitation was found in 2011 [47] in La1.8−xEu0.2SrxCuO4 at 1/8th doping.

In such material the superconducting phase is fully suppressed by a strong
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Figure 4.1: Hole-doping dependent phase diagram of Y Ba2Cu3O6+x. The
parent compound is an antiferromagnetic insulator. With increasing hole-
doping, the long range antiferromagnetic order breaks down and the system
tends to become metallic, with a spin glass (SG) phase at very low temper-
atures. The superconducting phase is suppressed at 1/8th doping, at which
charge density wave (CDW) order is observed. The pseudogap (PG) appear
on the underdoped side of the phase diagram far above Tc. Following reso-
nant lattice excitation, signatures of light-induced superconducting-like state
have been found throughout the red region of the phase diagram.
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ordering of the spins and charges in stripes. Resonant x-ray diffraction stud-

ies have shown that, after excitation of a proper phonon mode, the charge

order melts at the same timescale as superconductivity appears; this sug-

gests that the resonant lattice excitation restores the superconducting state

by selectively melting the competing charge order [46]. The following dis-

cussion will continue later when we focus on light-induced superconductivity

in Y Ba2Cu3O6+x.

The pseudogap

It is worth spending a few words to describe a characteristic of the intermediate-

doping (x = 0.85 → 0.90) and low-doping (x = 0.50 → 0.80) Y Ba2Cu3O6+x

compounds: the presence of the pseudogap. In these materials, indeed, the

conductivity along the c-axis shows a loss in low-frequency spectral weigh.

Unlike the real gap that is present below Tc in these compounds, the pseudo-

gap starts developing well above Tc (around room temperature), and transfer

the spectral weigth - that is removed below 230 cm−1 - to high-frequency re-

gions of the σ1’spectrum, rather than to the delta function at zero frequency

[35]. Furthermore, the spectral weight decreases linearly from room temper-

ature down to the lowest measured temperature, showing no anomalies at

Tc. The fact that the slope of the spectral weight curve is smooth through

Tc, suggests that there is a close relationship between the superconducting

gap and the pseudogap.

For the highly doped compound, there is no pseudogap. This can be un-

derstood by considering that in this compound, above Tc, the carrier trans-

port is metallic both in the CuO2 planes and normal to them. In the re-

duced doped compounds, in contrast, the transport is still metallic in the

CuO2 planes, whilst becomes nearly insulating normal to them. The pseu-
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dogap is important because the light-induced superconducting state has been

observed up to the temperature of the onset of the pseudogap.

Phonons in YBCO

By looking at th conductivity of Y BCO, two components can be separated:a

continuous background electronic conductivity that increases rapidly in mag-

nitude as the doping level increases towards full doping, and a series of sharp

phonon peaks. At high dopings, there are five strong phonons that manifest

themselves in the c-axis optical conductivity σ1; at room temperature, their

frequencies are: 155, 194, 279, 312 and 570 cm−1. At low dopings, many

of these lines splits into two components. In particular, the higest-frequency

mode, that is associated to the apical-oxigen vibration along the c-axis, splits

into two components: a new phonon appears at 610 cm−1 in the nearly fully-

doped material and moves to higher frequencies as the oxygen concentration

is reduced, and becomes as high as 635 cm−1 in the x = 0.5 material. As can

be seen from Figure 4.2, the low-frequency component increases in spectral

weight as increasing doping: it is associated with the four-fold coordinated

copper atom (the one that has both the two apical oxygen and the chain

oxygen around). The high-frequency component is associated with the two-

fold coordinated copper (that has only the apical oxygen around). Both of

them imply the vibration along the c-axis of the apical oxygen atoms.

Let us briefly consider the modes different from the highest-frequency

ones:

• the 155 cm−1 mode involves the motion of the chain-copper and -oxygen

atoms, as well as of the apical-oxygen. This mode splits into two com-

ponents as the doping level is decreased. From the analysis of these

two components, can be deduced that the mode is driven by the chain
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Figure 4.2: From [38]. The optical conductivity (σ1) at 295 K fo Y BCO6+x

for radiation polarized alng the c-axis, for five oxygen dopings. In green the
mode associated with the four-fold coordinated copper atom. In yellow, the
mode associated with the two-fold coordinated copper.
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atoms rather than by the apical-oxygen;

• the 194 cm−1 mode has low spectral weight that decreases with de-

creasing doping level; at x = 0.50 it is disappeared;

• the 279 cm−1 mode consists in a chain-oxygen vibration, polarized in

the c-direction;

• the 315 cm−1 mode is a plane-bending vibration of oxygen atoms in

the CuO2 planes.

4.2 Probing superconductivity: signatures of

Josephson coupling

Superconductors at equilibrium exhibit two characteristic physical proper-

ties: zero d.c. resistance and expulsion of static magnetic field. We are

interested in controlling the lattice dynamics with light, in order to tran-

siently induce a superconducting state above the equilibrium critical tem-

perature of the material. Since the light-induced state lasts for at most

some picoseconds, measuring electrically its d.c. resistivity or verifying that

the material under investigation is expelling a static magnetic field it is im-

possible. However, there are experimental techniques useful to retrieve the

transient optical properties of a material (how this is done is explained in

Section 5.1); from these optical properties one can draw conclusions on the

nature of the transient state. Here, we try to summarize which are the signa-

tures of the presence of a Josephson coupling between two superconducting

layers separated by an insulating region, that are easily recognizable from

the transient optical properties. In fact, it has been demonstrated that the
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layered structure of high-Tc cuprates, like Y BCO, can be modelled - in the

superconducting state - by a stack of Josephson junctions [41].

The charge-density modes or plasma modes of a classical compressible

charged fluid correspond to the condition that an arbitrarily weak density

fluctuation with wave-vector k and frequency ω generate a finite electromag-

netic response [39]. Such a response is described by the imaginary part of the

inverse of the longitudinal dielectric function, Im
{

1
εL(ω,k)

}
. So ,plasma modes

correspond to poles of this function or, equivalently, to zeros of the longitu-

dinal dielectric function, εL(ω, k) = 0. In the relevant limit for spectroscopy,

k→0, there is no need to distinguish between εL and the transverse response,

εT , since they coincide: from now on we simply refer to ε. It can be that

the dissipation in the normal state is large enough to cause an over-damped

charge response, preventing in this way the appearance of any charge-density

collective response. On the other hand, the condensate of a superconductor

is characterized by the absence of dissipation at least for frequencies much

smaller than the superconducting gap, implying that ε(ω, k) = 0 must occur

at some finite frequency. Hence, in materials where the dissipation in the

normal state is large enough to cause an over-damped charge response, the

charge-density collective mode must emerge at some finite frequency within

the frequency window of dissipationless flow, when the material becomes su-

perconducting. In contrast, if the plasma mode is not over-damped in the

normal state, the transition into the superconducting state affects the plasma

frequency only marginally. This behaviour is observed for c-axis optical re-

sponse of the cuprate superconductors.

Another signature of the existence of a Josephson coupling between the

CuO2 layers in a cuprate superconductor is an edge in the reflectivity, that

appears at the same frequency such that ε(ω, k) = 0 [41].
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Figure 4.3: Representation of the longitudinal modes (ωJp1, ωJp2) and of the
transverse mode (ωT in a bilayer cuprate that in the superconducting state
is viewed as a stack of Josephson junctions. Arrows indicate the direction of
the current [41].

One of the most significant parameters that characterize the Josephson

coupling between two neighbouring superconducting planes is the Josephson

coupling energy term, J . It is proportional to the critical current due to the

flow of electrons between the layers and to the superconducting density along

the the c-axis, ρc, as well as - in a single Josephson junction -to the square of

the Josephson plasma frequency, ωJp . In the London picture [40], its value

is proportional to the limit of ω Im{σ(ω)} for ω → 0. Putting all together:

J ∝ 1

d
ρc ∝ ω2

Jp ∝ ω Im{σ(ω)}|ω→0 (4.1)

where d is the thickness of the single Josephson junction.

In a bilayer material like Y BCO, one expects to find - in the super-

conducting state - two longitudinal plasma modes at ωJp1 and ωJp2, that

correspond to a supercurrent in the interbilayer and intrabilayer region and

manifest themselves as peaks in the loss function, − Im
{

1
εL(ω,k→0)

}
, and edges
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in the reflectivity, and one transverse plasma mode at ωT that corresponds to

the out-of-phase oscillations of the interplane currents within and between

pairs of layers and manifest itself as a peak in the c-axis optical conduc-

tivity σ1(ω) (see Figure 4.3). In this case the Josephson coupling value is

J ∝
ω2
Jp1

ω2
Jp2

ω2
T

.

To conclude this section, dedicated to the description of the signatures on

the optical properties of a superconducting state, it is worth recalling that the

Drude-Lorentz model of charge conduction gives as result: σ2 ∝ 1
ω

, as well as

a zero-frequency delta function in the real part of the optical conductivity, in

the limit of zero dissipation. So, we expect to find something like this in the

imaginary part of the conductivity along the c-axis, when the bilayer cuprate

Y BCO becomes superconducting.

4.3 Inducing SC with light in YBCO

Here we briefly report on the results obtained by Hu et al., by pumping the

Y Ba2Cu3O6.5 bilayer cuprate with 300 fs pulses, polarized along the c-axis of

the sample, tuned to 670 cm−1 frequency, with a relative bandwidth ∆ν/ν0

of 30%, and a maximum fluence of 4 mJcm−2, that corresponds to peak

electric fields of 3 MV/cm.

Before that, we show in Figure 4.4 the equilibrium c-axis optical prop-

erties of the sample, below Tc. Superconductivity is evidenced by the 1/ω

divergence in the imaginary part of the optical conductivity. Two longitu-

dinal Josephson plasma modes appears as two peaks in the loss function,

− Im{1/ε}, and two edges in reflectivity (≈ 30 cm−1, ≈ 475 cm−1). The

transverse plasma mode appears as a broad peak around 400 cm−1 in the

real part of the optical conductivity.
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Figure 4.4: From [34]. Equilibrium c-axis optical properties for
Y Ba3Cu3O6.5, below Tc. Superconductivity is evidenced by the 1/ω diver-
gence (red dashed-dotted line) in the imaginary part of the optical conduc-
tivity. Two longitudinal Josephson plasma modes appears as two peaks in
the loss function, − Im{1/ε}, and two edges in reflectivity (≈ 30 cm−1, ≈ 475
cm−1 shaded areas). The transverse plasma mode appears as a broad peak
around 400 cm−1 in the real part of the optical conductivity (blue shaded
area).
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Figure 4.5: Equilibrium (dashed black line) and transient (blue line) optical
properties of Y Ba2Cu3O6.5 ≈ 0.5 ps after resonant lattice excitation above
Tc. (a) A peak in the loss function appears at 50 cm−1, which can be at-
tributed to the interbilayer plasma resonance. (b) The slope of σ2 increases
towards low frequencies. (c) The loss function peak of the intrabilayer junc-
tion shifts to lower frequencies. Images adapted from [34].
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Figure 4.6: Equilibrium reflectivity of Y BCO6.5. The JPR, that can be seen
at 10 K as an edge in reflectivity around 1 THz, disappears above Tc, at 100
K.

The optical properties, acquired above Tc, 0.5 ps after the excitation show

that (see Figure 4.5): a peak in the loss function appears at 50 cm−1, which

can be attributed to the emergence of the interbilayer longitudinal plasma

mode, that is not present at equilibrium above Tc (see Figure 4.6);σ2 increases

towards low frequencies, assuming at a certain point positive values, whilst at

equilibrium always lies below zero; the loss function peak of the intrabilayer

junction shifts to lower frequencies, with respect to the undriven case.

An interpretation of the data based on transient superconducting coher-

ence induced above Tc is the most plausible. In fact, the photoinduced peak in

the low-frequency loss function is very close to the equilibrium ωJp1; this sug-

gests that the light-induced transport above Tc involves a density of charge

carriers that behaves in the same way as the density of Cooper pairs that

tunnell between planes in the equilibrium superconductor. Furthermore, the

photoinduced change in the imaginary conductivity ∆σ2(ω, 0.5ps) above Tc,

defined as σ2(ω, 0.5ps)−σ2(ω, equilibrium) tracks very well σ2(ω, equilibrium, T <

Tc)− σ2(ω, equilibrium, T > Tc).
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It has been pointed out that the total coherent spectral weight associated

with the two longitudinal plasma modes - that scales with ω2
Jp1 + ω2

Jp2 I [35]

- after the excitation, assumes the same value it had at equilibrium (in fact

the value of ωJp2 redshifts, while the low-frequency mode appear at ωJp1).

This means that the formation of the low-frequency interbilayer coupling

(appearance of the low-frequency longitudinal plasma mode) occurred at the

expense of the interbilayer coupling (ωJp2 redshifts), that is still present above

Tc at equilibrium, and it is reduced immediately after the excitation. This

suggests that light only rearranges the relative tunnelling strengths of the two

Josephson junction in the unit cell of Y Ba2Cu3O6.5, with coherence being

transferred from the intrabilayer to the interbilayer region.

4.4 Non-equilibrium control of complex solids

by nonlinear phononics

The response of a crystal lattice to a resonant excitation of an infrared-active

phonon mode, by means of optical fields at strengths in excess of 100kV/cm,

can be described by separating the crystal Hamiltonian into its linear and

nonlinear terms: H = Hlin + HNL. The linear response is described by the

potential energy term Vlin = 1
2
ω2
IRQ

2
IR, where QIR is the normal coordinate

of the IR phonon-mode and ωIR its eigenfrequency.

In the limit of lowest order (cubic) coupling of the IR-active mode to

other modes with generic coordinate QR, the lattice potential describing the

nonlinear interaction is written as

VNL =
1

2
ω2
RQ

2
R − a12QIRQ

2
R − a21Q

2
IRQR (4.2)
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where aij are anharmonic coupling coefficients. For a centrosymmetric crystal

(like Y Ba2Cu3O6.5), the term a12QIRQ
2
R is zero because the IR-active modes

are odd in symmetry whereas Q2
R is even, so that their product vanishes.

The term a21Q
2
IRQR is nonzero only if QR is even in symmetry, i.e. if it is a

Raman-active mode. So, equation 4.2 can be restated as

VR =
1

2
ω2
RQ

2
R − a21Q

2
IRQR (4.3)

From this equation, it is evident that, for a given distortion Q̄IR of the

infrared-active mode, the nonlinear phonon interaction induces a displace-

ment from the origin of the vertex of the parabola of the Raman mode’s

energy potential VR - expressed as a function of the Raman coordinate QR.

The abscissa of the minimum is proportional to Q2
IR. This means that, as

soon as QIR oscillates around zero, the Raman-active mode undergoes a dis-

placement that has a fixed direction.

For pulsed excitation of the infrared-active mode QIR, the coupled dy-

namics are described by the equations of motion: Q̈IR + 2γIRQ̇IR + ω2
IRQIR = f(t) + 2a21QIRQR

Q̈R + 2γRQ̇R + ω2
RQR = a21Q

2
IR

(4.4)

where γi is the damping constant of mode i and f(t) is the driving field

resonant with the IR-active mode, and is written as f(t) = E0F (t) sin(ωIRt).

E0 is the peak amplitude of the electric field, and F (t) is a normalized Gaus-

sian envelope function. We see here what we have already predicted in the

discussion on the shifting of the vertex of the parabola VR(QR): the force

a21Q
2
IR that drives the anharmonically coupled Raman-active mode has a

fixed direction, that is independent on the sign of QIR. Hence, the atoms of
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Figure 4.7: For a static displacement Q̄IR of the infrared-active mode, the
nonlinear phonon interaction induces a shift of the parabola of the Raman
mode’s energy potential VR - expressed as a function of the Raman coordinate
QR - from the origin. The new VR has now the minimum for a value Q̄R that
is different from zero.
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Figure 4.8: From [36]. The dynamical response of two coupled modes within
cubic coupling. Following excitation by the electric fieldf(t) (orange), the
infrared-active mode QIR (red) starts to oscillate coherently about the equi-
librium position, whileQR (blue) undergoes a directional displacement, which
scales with Q2

IR

.

the crystal, oscillate along the infrared coordinate QIR and are simultane-

ously are displaced along the Raman coordinate QR (see Figure 4.8). If the

optical excitation is short compared to the period of the Raman mode, QR

exhibits coherent oscillations around the displacement amplitude.

4.5 Enhancing superconductivity by nonlin-

ear phononics in YBCO

In this section, we report on the appication of nonlinear phononics to the

specific case of Y Ba2Cu3O6.5. In experiments [42, 43, 44], was shown that

in all the YBCO compounds investigated - YBCO- 6.6, 6.8, and 7 - the

transition temperature increased with the application of pressure, that was

found to cause a reduction in the distance between the planar copper atoms
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and the apical oxygen atoms in the interbilayer region. While this effect

was very small for optimally doped Y BCO7 samples, it increased rapidly

with decreasing hole doping levels. Based on these results, the increase in

transition temperature was proposed to be due to a charge redistribution

from CuO2 planes to interbilayers Cu − O chains, effectively increasing the

hole doping of the planes.

These results raised the question of whether the modulation of this Cu−O

distance by resonant excitation of the vibrational mode of the apical oxy-

gen could enhance superconductivity and increase the transition temperature

above its equilibrium value. In Section 4.3, we saw that the answer is ”yes”.

Mankowsky et al. went a step further [37] : they pumped the Y Ba2Cu3O6.5

crystal above Tc with pump pulses made resonant with the mode associated

with oscillations of the apical oxygen in the Cu-O chains and monitored the

lattice time evolution by means of time-resolved x-ray diffraction. The tran-

sient lattice structure revealed a decrease in the distance between the apical

oxygen and Cu atoms in the superconducting planes. The Cu atoms are si-

multaneously driven away from one another within the bilayers and towards

one another between different bilayers. This behaviour is intuitively con-

sistent with the broadband THz probe measurements, which indicated that

the appearance of interlayer coupling comes above Tc in the driven state at

the expenses of intrabilayer coupling strength. The displacement is approxi-

mately 0.63% of the equilibrium intra-bilayer distance. The transient crystal

structure was reconstructed and is shown in Figure 4.9.

Furthermore, x-rays data revealed a decay of the atom positions to the

equilibrium lattice configuration on the same timescale as the relaxation of

induced coherent interlayer transport measured in the time-domain THz-

spectroscopy experiment [34]. This suggests an intimate connection between

80



the distance of the CuO2 planes and the coherent tunnelling of the super-

current in the c-axis direction. The pump pulses in the x-ray experiment

had the same characteristics - in terms of duration, maximum fluence, peak

electric field, relative bandwidth, as well as central frequency - as the ones

in the above mentioned pump-probe experiment [34], so the comparison of

the excited state times toward equilibrium in the two cases was meaningful.

The experiment represented also a further confirmation that nonlinear

phononics, together with density functional theory (DFT), can be used as a

tool for the dynamical control of the lattice structure: DFT calculations pre-

dicted that the pumped IR mode coupled strongly with four Raman modes,

all of them involving a distortion of the apical oxygen toward the CuO2

planes; the theory of nonlinear phononics in turn that the lattice is distorted

along the linear combination of the atomic motions associated with the Ra-

man modes that effectively couples to the driven IR mode. This is what was

observed.
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Figure 4.9: From [37]. Sketch of the reconstructed transient crystal structure
of Y BaCuO6.5. The atomic displacements from the equilibrium structure
involve a decrease in interbilayer distance, accompained by an in increase in
intrabilayer distance

.
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Chapter 5

Controlling LIS using

narrowband excitation

5.1 Time-resolved THz spectroscopy

To see how the material evolves after the (light) excitation, one has to look

at its optical properties. They can be retrieved by means of time-resolved

pump-probe THz spectroscopy: the response of the material is monitored on

a subpicosecond time scale by measuring the reflection changes of a delayed

‘probe’ pulse at THz frequencies, induced by the MIR pump pulse. In the

THz frequency regime indeed can be found the fingerprints of the super-

conducting light-induced state. In the following we show the experimental

setup of our pump-probe experiment (see Figure 5.1) and how to retrieve

the transient optical properties of the material starting from the measured

electro-optic traces.

The MIR pump - linearly polarized along the c-axis of the crystal -

was sent to the sample at normal incidence. The c-axis linearly polarized

THzprobe, generated through OR in ZnTe nonlinear crystal and covering
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Figure 5.1: Schematic of the pump-probe setup. OAP: off-axis parabolic
mirrors.

a bandwidth from 20 to 85 cm-1 (see Figure 2.9 in Section 2.4.1), hit the

sample with an angle of 30◦ with respect to the normal to the sample and

is, after the reflection from the sample, electro-optically sampled in another

ZnTe crystal by a low-energy gate pulse at 800 nm, coming directly from the

laser. See Figure 5.1.

A pump-probe experiment in general starts with the acquisition of the

static electro-optic sampling of the probe pulse: the probe is scanned by the

gate pulse by varying the time delay t between the two beams (the pump

pulse being off). Figure 5.3 shows a typical time trace acquired in this way.

Then, t is fixed such that the gate always samples the same point of the

probe (we usually ”sit on the peak of the probe”), while the time delay τ

between the pump and the probe varies from negative to positive values (1D

trace). In this way, the pump-induced change in the peak amplitude value

of the reflected probe pulse is measured at each time delay τ during the
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Figure 5.2: Schematic of the delay stages for pump-probe measurements. By
moving only the stage 2, the 1D pump probe trace is obtained. By moving
the stage 2, the 2D scan of the probe is obtained.

dynamically evolving response of the material. See Figure 5.4.

Analysing the 1D trace, one can select different values of the pump-probe

delay τ . For each of this , one can acquire the respective 2D trace: once τ is

fixed - i.e. the relative delay between excitation and sampling is fixed - the

THz pulse is scanned by changing the internal delay t with respect to the

gate. In this way, each point of the THz time trace probes the response of

the material at the same instant of time after the excitation. In Figure 5.2

is explained how 1D and 2D traces were performed in practice.

For a given pump-probe delay τ , both the equilibrium reflected probe

pulse Eunpumped
R (t) and the pump-induced change ∆ER(t), i.e. Epumped

R (t) −

Eunpumped
R (t) were measured simultaneously (see Figure 5.5). This was achieved

by chopping both the pump and the probe beams, and measuring the re-

flected electric field with two lock-in amplifiers, one connected to the pump’s

chopper and the other to the probe’s chopper. The frequency resolved

data Ẽunpumped(ω, τ) and ∆ẼR(ω, τ), for a given τ , can be reconstructed

by Fourier transforming the measured traces along the EOS coordinate t.
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Figure 5.3: EOS static trace of the THz probe at 100K.
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Figure 5.4: ∆ER(τ), defined as Epumped
R (τ)−Eunpumped

R (τ). This value repre-
sents the pump-induced change in the peak amplitude value of the reflected
probe pulse as a function of the time delay τ between the pump and the probe
pulses during the dynamically evolving response of the material (1D trace).
The data are taken on Y BCO6.5 at 100K. The pump-central frequency is
resonant with the phonon mode at 19.28 THz.
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Figure 5.5: Static EOS trace of the probe together with ∆ER(t), defined as
Epumped
R (t)−Eunpumped

R (t). t is the internal time delay between the probe and
the gate. The pump-probe time delay τ value is the one at the peak of the
curve in figure 5.4. Data are taken at 100 K. The pump-central frequency is
resonant with the phonon mode at 19.28 THz.

.
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The complex reflection coefficient of the photo-excited sample, r̃′(ω, τ), was

determined from the normalized pump-induced changes to the electric field

∆ẼR(ω, τ)/ẼR(ω, τ):

∆ẼR(ω, τ)

ẼR(ω, τ)
=
r̃′(ω, τ)− r̃(ω)

r̃(ω)
(5.1)

where the stationary reflection coefficient r̃(ω) was evaluated from the equi-

librium optical properties ( [35]). From r̃′(ω, τ), the change in reflectivity,

∆R
R

(ω, τ), that is (|r̃′(ω, τ)|2−|r̃(ω, τ)|2)/|r̃(ω, τ)|2 was extracted, for a given

pump-probe delay τ .

Formula 5.1 directly gives us all the material parameters we need. Here

we show how the knowledge of the amplitude and the phase of the static

and transient probe’s reflectivity, allows for extracting the real and imagi-

nary parts of time- and frequency- dependent optical conductivity σ1(ω, τ)+

iσ2(ω, τ). For normal incidence, the complex reflection coefficient r - asso-

ciated to an electromagnetic wave that comes from medium ”zero” and is

reflected by medium ”one” - is given by r̃ = Ñ0−Ñ1

Ñ0+Ñ1
. Ñi is the complex refrac-

tion index of the medium ”i”( Ñ = n+ ik where n is the real refractive index

and k is the extinction coefficient. Ñ =
√
ε̃µ). In our case the beam comes

from the air so Ñ0=1. From r̃′, by applying the formula r̃′ =
1−Ñ ′

1

1+Ñ ′
1

, one can

extract both n′ and k′ (Ñ ′ = n′ + ik′) for the excited state, at any given

instant of time τ after the excitation. In this way one is able to track the

time-evolution of the excited material. In fact, from n′ and k′ it is possible

to calculate all the optical constants:
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σ1 =
ε0
4π

2nkω

σ2 =
ε0
4π

(1 + k2 − n2)ω

ε1 = n2 − k2

ε2 = 2nk

Im

{
−1

ε

}
=

2kn

4k2n2 + (n2 − k2)2

(5.2)

Notice that in our case the probe hits the sample with an angle of 30◦, so

that the Fresnel formula for normal incidence has to be substituted with the

proper one; anyway, the way of proceeding to extract the optical constants

of the material is the same. All the results that we presented here hold in

the bulk model, that assumes that the pump penetration depth is equal to

the probe penetration depth. But, actually, this is not the case.

The mismatch between the several-µm penetration depth of the THz

probe and the few-hundreds nm one of the 15-µm pump pulse has to be

taken into account. Then, since the probe interrogates a volume that is

between 10 and 20 times larger than the pump-transformed region beneath

the surface, one can assume that the sample is photoexcited homogeneously

within a thickness corresponding to the pump penetration-depth dpump. See

figure 5.6. This is called single-layer or thin-film model. The penetration

depth dpump is given by d = c
4πν0k(ν0)

, where k is the extinction coefficient of

the sample in the normal state, and ν0 is the central frequency of the pump.
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Figure 5.6: Difference in the penetration depths of the pump and the probe.
Schematic representation of the single-layer or thin-film model.

We consider the following system of equations:

r̃′ = r̃01 −
1

r̃01

N ′1
N0

t201(
1

1 + r̃01r̃12 exp(2iδ)
− 1), withN0 = 1

δ = 2πd
N ′1
λ

r̃01 =
N0 −N ′1
N0 +N ′1

, withN0 = 1

r̃12 =
N ′1 −N2

N2 +N ′1
, withN2 = Nequil

t01 =
2N0

N0 +N ′1
, withN0 = 0

(5.3)

where: N0=1 because we are assuming that the probe pulse comes from

the vacuum; r̃01 is the complex reflection coefficient at the interface between

vacuum and the photo-excited layer, and t01 is the respective complex trans-

mission coefficient; r̃12 is the complex reflection coefficient at the interface

between the photo-excited layer and the region accessible only to the probe;

we assume that such region is not perturbed by the probe, this is why we im-

pose N2 = Nequil, where Nequil is taken from literature; λ is the wavelength of

the probe pulse; indeed we are considering the reflection of the probe pulse:
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Figure 5.7: Multi-layer model representation. It takes into account that the
fields are absorbed exponentially in a material.

the pump pulse only creates the uniformly photo-excited region of thickness

dpump.

From the measured electro-optic traces, one extracts ˜r′(ω, τ); from ˜r′(ω, τ),

by means of the system 5.3, the complex refraction index N ′1 of the photo-

excited material, for a given pump-probe time delay τ . This last quantity is

what we are interested in, since it allows us to extract all the optical constants

of the photo-excited material, as has been shown in equations 5.2.

The assumption that the material is uniformly photo-excited is reason-

able, but we know that this is not the reality, since beams are not uniformly

absorbed by each layer of the photo-excited part of the sample. To take into

account the exponential absorption of the fields, the multi-layer model has

been used to extract the optical quantities of the photo-excited material.
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5.2 Experimental results

Here we show the results from our experiment. Time-resolved THz spec-

troscopy was performed to separately drive the two vibrational modes in

Y Ba2Cu3O6.5 associated with the displacement of the apical oxygen in the

Cu-O oxygen-rich and oxygen-deficient chains - respectively at 16.46 THz

and 19.28 THz - , and to follow the transient dynamics of the sample. To

be more confident about the conclusions we drew, we decided to pump the

system even out of resonance, at 21.58 THz. In Figure 5.8, we show the

optical properties along the c-axis of the material, acquired 0.9 ps after exci-

tation of the phonon-mode at 19.28 THz above Tc (Tc=53 K), at 100K . We

focus here on this mode because it is the one with the clearest signatures of

enhancement of superconductive coupling between bilayers. We plot differen-

tial quantities like ∆σ2(T̄ ) = σexcited2 (T̄ )− σequilibrium2 (T̄ ), in order to remove

the background due to normal transport at equilibrium [33]. We find all

the signatures of superconducting transport along the c-axis that we expect

from the discussion in Section 4.2. We can see from the data that ∆σ2 really

increases when ω →0. We recall that the Drude-Lorentz model of charge

conduction predicts that, in case of zero dissipation, σ2 ∝ 1
ω

. Then, ∆σ1, in

Figure (b), shows an enhancement of coherent transport going toward zero

frequency. In Figure (c) it is present the low frequency edge in the relative

reflectivity that is a clear signature of coherent tunnelling between bilayers.

Exactly the same conclusion can be drawn from the appearance of the peak

in the differential loss function at the same frequency, ωJp1 . Notice that from

the discussion in Section 4.2 we learned that the Josephson coupling energy

term between superconducting layers,J, is proportional to
ω2
Jp1

ω2
Jp2

ω2
T

. Since in

our sample, in the superconductive state, ωJp2 ≈ ωT � ωJp1 , this implies

that J ∝ ω2
Jp1

. Now, we saw from Figure (c) and (d), that ωJp1 above Tc in
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Figure 5.8: Optical properties of Y Ba2Cu3O6.5 0.9 ps after the excitation
with 19.28 THz pump, take at 100 K temperature (above Tc). (a): enhance-
ment of ∆σ2(ω) as ω →0. (b): ∆σ1 shows an enhancement of coherent
transport going toward zero frequency. (c): appearance of the low-frequency
edge in relative reflectivity. (d): appearance of a peak in the loss function at
the same frequency of the edge in reflectivity.
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the transient state is around 2 THz, while we know from Figure 4.6 that at

equilibrium below Tc it is around 1 THz. This suggests that the coherent

coupling between bilayers induced in the transient state by resonantly pump-

ing the 19.28 THz phonon is almost four times higher than in the equilibrium

superconducting state.

The next step was to extract the vale of ω∆σ2|ω→0 for each pump fre-

quency and each time delay, for the maximum achievable value of the electric

field (≈ 3.3 MV/cm ). This value is proportional, in fact, to the Josephson

coupling J, and to the superconductive density along the c-axis (see Formula

4.1). Figure 5.9 shows the promp appearance of finite superconducting den-

sity, revealing the formation dynamics of a 3D superconducting-like state.

The peak value of ω∆σ2|ω→0 is almost two times higher for the phonon at

19.28 THz with respect to the one at 16.46 THz. Both of them are higher

than the value of the out-of-resonance excitation. The lifetime of the light-

induced state can be fit in all the cases with a double exponential function.

The shortest decay time is ≈ 0.55 ps in the higher-frequency mode while

in the case of the low-frequency mode and out-of-resonance pumping it is

respectively 0.3 ps and 0.2 ps. It is worth recalling that the time duration of

the pump-pulse was ≈ 0.55 ps. The longest decay time is ≈ 5 ps for all the

three curves.

At this point we decided to perform a pump-electric field-dependent mea-

surement. The characteristic of the pump were the same than in the previ-

ous measurements, the only difference its that the electric field was linearly

attenuated by means of two wire-grid polarisers. The data are shown in

Figure 5.10. As we expected from our previous measurements, the slope

of the curves that represent ω∆σ2|ω→0 as a function of the amplitude of

the pump electric field is higher for the phonon at 19.28 THz, decreases for
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Figure 5.9: Superfluid-density in the c-axis as a function of the pump-probe
time delay τ . Measured taken above Tc at 100 K; the peak electric field
was 3.3 MV/cm for all the data points; duration of the pump-pulse 0.55 ps.
The peak value of ω∆σ2|ω→0 is almost two times higher for the phonon at
19.28 THz with respect to the one at 16.46 THz. Both of them are higher
than the value of the out-of-resonance excitation. The lifetime of the light-
induced state can be fit in all the cases with a double exponential function.
The shortest decay time is ≈ 0.55 ps in the higher-frequency mode while
in the case of the low-frequency mode and out-of-resonance pumping it is
respectively 0.3 ps and 0.2 ps.
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Figure 5.10: Amplitude of the pump’s electric field-dependence of the su-
perconducting density along the c-axis for the three pump-frequencies above
mentioned. The response is linear for all of them.
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the phonon at 16.46 THz, and assumes the lowest value in case of out-of-

resonance pumping. More interestingly, all the curves show that the su-

perconducting density along the c- axis, or the Josephson coupling in the

interbilayer region, scales linearly with the amplitude of the peak value of

the pumping electric field |Epump|. It is worth at this point recalling some

concepts from nonlinear phononic theory. For pulses that are short com-

pared with the many-picoseconds decay time of optical phonons [49], one

can ignore dissipation and the first equation of the system of equations 4.4

becomes: Q̈IR + ω2
IRQIR = f(t), where f(t) = E0F (t) sin(ωIRt) (see Section

4.4). At times much longer than the pulse width:

QIR(t) ∝ τpumpE0 (5.4)

The equation of motion for the Raman-active mode(s) with which the IR-

active mode nonlinearly couples is, from the second equation of system 4.4,

considering null the dissipation: Q̈R+ω2
RQR = a21Q

2
IR. For ωIR � ωR - that

holds in our case, since we know from [37] that the Raman modes with which

the investigated IR-active modes at 16.46 and 19.28 THz couple oscillate at

approximately 3 THz - we have:

QR(t) ∝ τ 2
pumpE

2
0 (5.5)

Combining these results with the one shown in Figure 5.10 we can conclude

that, according to the theory of nonlinear phononics, the Josephson coupling

J in the interbilayer region - or the superconducting density along the c-axis

- is proportional to the amplitude of the IR-active driven mode and to the

square root of the dispalcement of the Raman mode(s) to which to IR-mode

couples:
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ρc ∝ QIR ∝
√
QR (5.6)

Finally we want to show one last result. We extracted from Figure 5.10

the slope of ω∆σ2|ω→0 for the three curves and we plot the three values

obtained in the same graph, together with the optical conductivity σ1(ω) at

100K. We choose the slope of ω∆σ2|ω→0 as susceptibility rather than simply

ω∆σ2|ω→0 because it takes into account all the measurements performed for

different values of the maximum amplitude of the pump electric field. The

value of σ1 for a given ω - we know from electrodynamics of continuous media

[50]- is proportional to the amount of electromagnetic energy absorbed by

the medium when a wave at frequency ω propagates through it. σ1(ω) peaks

in correspondence of the phonon modes. We see from the red curve in Figure

5.11 that the phonon at 19.28 has a bigger spectral weight than the one at

16.46 THz. So, it absorbs more energy from the electromagnetic field. In

correspondence of that phonon we see the highest superconducting response.

One might hypothesize that the phonon at 19.28 THz, that gained more

energy from the driving field, can transfer more energy to the lattice dynamics

- through nonlinear coupling with Raman-active modes - creating in this way

a displacive lattice structure that favours superconducting tunnelling above

Tc in the interbilayer region.
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Figure 5.11: Plot of the value of the slope of ω∆σ2 (data points), as extracted
from the field dependent measurements, and of the real part of the c-axis
conductivity (red lines, from literature), both as a function of the frequency
of the exciting pump pulse.
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Chapter 6

Conclusions & Outlook

The goal of the present thesis was to setup a mid-infrared pulsed light

source sufficiently narrowband and tunable to drive separately the two near-

degenerate apical oxygen phonon modes in the bilayer cuprate YBCO. Earlier

works have shown that, by driving both modes simultaneously, a transient

short-lived superconducting state can be induced above the equilibrium crit-

ical temperature. Exploiting the contributions of the individual modes, po-

tentially could pave the way for a better understanding of the light-induce

superconductivity in underdoped cuprates.

In the course of the thesis project, we managed to use chirped pulse

difference frequency generation in a GaSe nonlinear crystal to produce nar-

rowband mid-infrared carrier-envelope phase stable pulses with a minimum

relative bandwidth ∆E
E

of 2 % , tunable between 16 THz and 23 THz. The

duration of these pulses scaled with the bandwidth, which can be chosen by

the amount of chirp imprinted on the generating near-infrared pulses between

200 fs and 1 ps. The energy of the mid-infrared pulses around 8 µJ could

be kept constant even for the different pulse durations by adjusting the spot

sizes in the GaSe nonlinear crystal to maintain the gain coefficient.
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This source was then used, possibly for the first time, to clearly distinguish

the effect of driving the individual vibrational modes, on the light-induced

superconducting state. The response of the material was monitored -with

pump-probe time-resolved THz spectroscopy- on a subpicosecond time scale

by measuring the reflection changes of a delayed ‘probe’ pulse at THz fre-

quencies, induced by the pump pulse. In that frequency regime indeed can

be found the fingerprints of the superconducting light-induced state.

The data showed, firstly, that the strength of the light-induced super-

conducting state linearly increases with the amplitude of the driving electric

field. According to the theory of nonlinear phononics, this implies that ρc

scales with the square root of QR, where QR is the amplitude of the displace-

ment of the crystal structure along the Raman-active mode coordinates. This

displacements corresponds to the reduction in the distance between CuO2 bi-

layers. Secondly, the strength of the transient superconducting coupling be-

tween bilayers above the equilibrium critical temperature – measured through

the value of transient superfluid density along the c-axis, ρc – was found to be

much higher for the phonon at 19.28 THz that, between the two investigated,

has the biggest spectral weight.

These two conclusions, respectively, suggest that in the future would be

interesting to: quantify by means of time-resolved x-ray measurements the

variation of the inter- and intra-bilayers distance due to each one of the

two individually driven apical oxygen vibrations, to experimentally verify

if ρc ∝
√
QR; secondly, drive some low-lying THz-frequency phonon modes

that have a spectral weight much higher than the ones investigated [35], to

see whether the effect on the strength of the superconducting-induced state

is bigger, as one expected from the second conclusion. In this regard, we

remark that our novel pump-scheme may also be extended to frequencies
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lower than the ones used here, enabling selective excitation in the THz gap

between 4 and 15 THz [25]. Finally, one could exploit the time-duration

tunability of our pump-pulses to investigate how the duration of the transient

superconducting state scales with the pump pulse duration.

All this can be useful to draw even more general conclusions on the mi-

croscopic mechanism that drives the light-induced superconducting state and

on the feasibility of a real-life application of this fascinating phenomenon.
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