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The light-matter interaction can be utilized to qualitatively alter physical properties of materials.
Recent theoretical and experimental studies have explored this possibility of controlling matter by light
based on driving many-body systems via strong classical electromagnetic radiation, leading to a time-
dependent Hamiltonian for electronic or lattice degrees of freedom. To avoid inevitable heating, pump-probe
setups with ultrashort laser pulses have so far been used to study transient light-induced modifications in
materials. Here, we pursue yet another direction of controlling quantum matter by modifying quantum
fluctuations of its electromagnetic environment. In contrast to earlier proposals on light-enhanced electron-
electron interactions, we consider a dipolar quantum many-body system embedded in a cavity composed of
metal mirrors and formulate a theoretical framework to manipulate its equilibrium properties on the basis of
quantum light-matter interaction. We analyze hybridization of different types of the fundamental excitations,
including dipolar phonons, cavity photons, and plasmons in metal mirrors, arising from the cavity
confinement in the regime of strong light-matter interaction. This hybridization qualitatively alters the
nature of the collective excitations and can be used to selectively control energy-level structures in a wide
range of platforms. Most notably, in quantum paraelectrics, we show that the cavity-induced softening of
infrared optical phonons enhances the ferroelectric phase in comparison with the bulk materials. Our findings
suggest an intriguing possibility of inducing a superradiant-type transition via the light-matter coupling
without external pumping. We also discuss possible applications of the cavity-induced modifications in
collective excitations to molecular materials and excitonic devices.
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I. INTRODUCTION

One of the central goals in both quantum optics and
condensed matter physics is to understand macroscopic

phenomena emerging from the fundamental quantum
degrees of freedom. Historically, quantum optics strived
to study light-matter interactions mainly in few-body
regimes [1]. On another front, condensed matter physics
investigated collective phenomena of many-body systems
and largely focused on optimizing structural and electronic
phases of solids. In particular, a number of techniques,
including applied strain, electronic doping, and isotope
substitution, have been used to enhance a macroscopic
order such as ferroelectricity or superconductivity. As an
interdisciplinary frontier at the intersection of optics and
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condensed matter physics, there have recently been remark-
able developments in using classical electromagnetic radi-
ation to control transient states of matter [2]. The aim of this
paper is to explore yet another route toward controlling the
phase of matter by quantum light, namely, by modifying
quantum fluctuations of the electromagnetic field in
equilibrium—in the absence of an external drive.
Studies of light-induced modifications in material prop-

erties date back to experiments by Dayem and Wyatt [3,4],
who observed that coherent microwave radiation leads to
an increase of the critical current in superconductors. This
phenomenon has been understood from the Eliashberg
electron-photon theory [5–7], in which photons with
frequencies below the quasiparticle threshold are shown
to modify the distribution of quasiparticles in a way that
the superconducting order parameter is enhanced. Other
seminal works studying control of matter by light include
Floquet engineering of electronic band structures [8–12]
and photoinduced pumping by ultrashort laser pulses
for creating metastable nonequilibrium states [13–28].
Nonlinear optical phenomena can also be understood from
the perspective of light-induced changes in optical proper-
ties of matter [29–31]. For instance, the light-induced
transparency can be considered as strong modification of
the refractive index and absorption coefficient by a control
optical beam [32], and the optical phase conjugation
phenomena arise from the resonant parametric scattering
of signal photons and matter excitations [33,34]. The
essential element of all these developments is an external
pump that provides a classical light field acting on
quantum matter.
An alternative approach to controlling matter by light is

to utilize quantum fluctuations of the vacuum electromag-
netic field. A prototypical model to understand such
quantum light-matter interaction is the Dicke model, which
describes an ensemble of two-level atoms coupled to a
single electromagnetic mode of a cavity [35–40]. For a
sufficiently strong electric dipole, Dicke showed that one
should find instability into the superradiant phase charac-
terized by spontaneous atomic polarization and macro-
scopic photon occupation [35]. This transition originates
from the competition between the decrease of the total
energy due to the light-matter coupling and the energy cost
of adding photons to the cavity and admixing the excited
state of atoms. The Dicke model is exactly solvable via the
Bethe-ansatz equations originally discussed in the central
spin model [41–43], and the existence of the superradiant
transition has been rigorously proven in the thermodynamic
limit [37,38].
Subsequently to Dicke’s original work, it has been

pointed out that the superradiant transition requires such
strong interaction that one needs to include the Â2 term in
the Hamiltonian, where Â denotes the vector potential of
electromagnetic fields. In turn, the latter term has been
shown to prevent the transition [44,45]. Even though ideas

have been suggested to circumvent this no-go theorem by
using microwave resonators [46,47] or including additional
interparticle interactions [48–53], the problem is still a
subject of debate [54–58]. An alternative proposal using
multilevel systems with external pump fields [59,60] has
been experimentally realized [61,62]. Analogs of the Dicke
transition have also been explored in ultracold atoms,
where matter excitations correspond to different momen-
tum states of atoms [63,64] or hyperfine states in spin-orbit-
coupled Bose gases [65]. In all these realizations, external
driving is essential to obtain the superradiant-type phases.
The present work in this context suggests a promising

route toward realizing a genuine equilibrium superradiant
transition under no external drive, which has so far remained
elusive. Our consideration is motivated by an observation
that transition into a superradiant state should be easier to
attain in a system naturally close to a phase with spontaneous

FIG. 1. (a) Schematic phase diagram of a quantum paraelectric
material. The horizontal axis corresponds to a tuning parameter,
such as pressure or isotope substitution, which controls the
transition between the ferroelectric and paraelectric phases.
The vertical axis is the temperature or energy, and the red dashed
line in the paraelectric phase shows the optical phonon energy.
Note that the phonon softens to zero energy at the paraelectric-to-
ferroelectric transition point. The main goal of this paper is to
demonstrate that this transition can also be controlled by
changing the electromagnetic environment of the system, in
particular, by placing a thin film of material in a cavity. (b),(c)
Ferroelectric and paraelectric phases in the case of ionic crystals.
Green (blue) circles indicate the ions with positive (negative)
charges. The ferroelectric phase in (b) is characterized by a
nonzero uniform displacement causing an electric polarization
(red arrows), while the mean-phonon displacement is absent in
the paraelectric phase in (c). The variables ϕ and Ω represent the
phonon field and the bare phonon frequency, respectively (see
Sec. III).
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electric polarization. For instance, materials such as SrTiO3

and KTaO3 remain paraelectric down to zero temperature,
but a ferroelectric phase can be induced by applying pressure
or isotope substitution. The primary goal of this paper is to
investigate cavity-induced changes in a quantum paraelectric
at the verge of the ferroelectric order [see Figs. 1(a)–1(c)].
We formulate a simple yet general theoretical framework for
analyzing hybridization of matter excitations, such as infra-
red active phonons, and light modes confined in systems
where metallic cladding layers act as cavity mirrors (see
Fig. 2). Resulting polariton excitations consist of infrared
active phonons in the quantum paraelectric, electromagnetic
fields in the cavity, and plasmons in the metallic electrodes.
We show that the spectrum of such cavity polaritons is
qualitatively different from the bulk spectrum and can
exhibit significant mode softening, indicating enhancement
of the ferroelectric instability.
Two essential elements of our analysis place it outside

the recently discussed no-go theorems for the superradiant
transition [44,45,55,56,58]. First, we include multiple
modes for both light and matter degrees of freedom.
More precisely, we assume systems to be large enough

in the direction parallel to the interfaces in such a way that a
continuum of spatially varying electromagnetic fields and
phonon excitations must be included. This consideration
should be contrasted to most of the previous studies of the
superradiant transitions, which focused on a simplified case
of either many-body systems coupled to a single spatially
uniform mode in a cavity or two-level systems coupled to a
single mode obtained after truncating high-lying spatially
varying modes [48]. The second key element of our
analysis is including nonlinearity of dipolar phonons in
materials. In the bulk geometry, the importance of such
nonlinearities for understanding the quantum phase tran-
sition is discussed in Ref. [66]. In contrast, we focus on the
cavity geometry and demonstrate that a combination of
nonlinearities and cavity confinement leads to substantial
phonon softening. This softening, in turn, enhances the
superradiant transition, thus opening a way to controlling
quantum matter by modifying an electromagnetic vacuum.
Before concluding this section, we put our work in a

broader context of studies on quantum matter strongly
interacting with electromagnetic fields. Importantly, our
model bears a close connection with physical systems
discussed in several areas, including cavity quantum electro-
dynamics (QED), plasmonics, and polaritonic chemistry.
First, in the field of cavity QED, one is typically interested
in small quantum systems coupled to cavity photons
[35,67–72]; prominent examples include individual atoms
[73–75], quantum dots [76–81], and light-emitting defects in
solids such as nitrogen- and silicon-vacancy centers [82–88].
These systems are suggested as platforms for realizing
single-photon transistors [89–91] and sources [92–95] and
can, thus, provide a promising route to enabling photo-
nic quantum information processing [96–98]. Achieving a
strong light-matter coupling is also the subject of intense
research in the fields of plasmonics in nanostructures
[99–101] and polaritonic chemistry [102–107]. In both
areas, cavity setups hold promise for realizing systems with
a broad range of interesting physical properties, including
superconductivity [108–110], charge and energy transport
[111–118], hybridized excitations in molecular crystals
[119–122] and light-harvesting complexes [123–126],
chemical reactivity of organic compounds [127–129], and
energy transfer via phonon nonlinearity [130]. Strong
coupling between the zero-point fluctuations of the electro-
magnetic field (i.e., the vacuum fluctuations) and vibrational
excitations of individual molecules has been experimentally
realized [131], and its nontrivial influence on the super-
conductivity has recently been reported [132].
In this context, one of the main novelties of the present

work is a general formalism that allows one to include both
the dispersive nature of polariton excitations in the dielec-
tric slab of finite thickness and the surface plasmonic
effects occurring at the metal-insulator interfaces, i.e., a
finite plasma frequency of the metallic cavity mirrors. We
demonstrate that the proper consideration of these aspects

FIG. 2. Top: Setup of the heterostructure cavity configuration
considered in the present manuscript. A slab of paraelectric
material with a finite thickness is sandwiched between two semi-
infinite metallic electrodes. The right represents spatial profiles of
typical energy modes along the spatial direction perpendicular to
the metal-insulator interfaces. Bottom: Schematic figure illus-
trating three fundamental excitations relevant to the theory.
A phonon excitation describes an optical collective mode induced
by, e.g., the deformation of ionic crystals around the equilibrium
configuration. More generally, it can also represent dipole
moments of molecular solids or assembled organic molecules.
The interaction between phonons and cavity photons is mediated
by the dipole coupling, whose strength is represented by g.
A plasmon, a collective excitation of electronic gases in metal
mirrors, leads to the electromagnetic coupling characterized by
the plasma frequency ωp.
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is important to accurately understand several key features
in the strong light-matter coupling regime, which are not
readily attainable in the conventional bulk settings. The
resulting cavity-induced changes provide a general route
toward controlling energy-level structures not only in
paraelectric materials, but also in many other systems such
as molecular solids, organic light-emitting devices, and
excitonic systems. Our analysis can further be extended to
include fabricated surface nanostructures [133,134]. In
view of the versatility of the present formulation, we
anticipate that our results will be useful for advancing
our understanding of a variety of physical systems lying at
the intersection of condensed matter physics, quantum
optics, and quantum chemistry.
The remainder of the paper is organized as follows. In

Sec. II, we summarize our main results at a nontechnical
level. In Sec. III, we present a theoretical framework for
describing hybridized collective modes in both bulk and
cavity settings. As a first step, we neglect phonon non-
linearities and determine dispersion relations of elementary
excitations. In Sec. IV, we include phonon nonlinearities
based on the variational approach and analyze their effects
on the paraelectric-to-ferroelectric phase transition. We
show that the mode confinement in the cavity geometry
induces significant softening of polariton modes, indicating
the enhanced propensity for ferroelectricity. In Sec. V, we
present a summary of results and suggest several interesting
directions for future investigations.

II. SUMMARY OF MAIN RESULTS

In this section, we summarize the main results of the paper
at a nontechnical level before presenting a detailed theo-
retical formulation in subsequent sections. Our most impor-
tant contribution is a theoretical proposal of a new approach
for controlling many-body states of matter using quantum
light that does not rely on external pumping. The physical
phenomenon that underlies this proposal is the cavity-
induced softening of a dipolar phonon mode, which orig-
inates from the interplay between phonon nonlinearities and
modifications of the hybrid light-matter collective excita-
tions in the cavity geometry [see Figs. 3(a) and 3(b)].
Softening of the phonon frequency to zero indicates a phase
transition into the state with spontaneous symmetry breaking
and formation of electric dipolar moments [red dashed line
in Fig. 1(a)]. Thus, our analysis demonstrates that cavity
confinement shifts the transition point in favor of the
ferroelectric phase; i.e., the paraelectric-to-ferroelectric tran-
sition occurs at a lower applied pressure or isotope sub-
stitution in the cavity geometry as compared to the bulk case
[Fig. 3(c)]. Said differently, it is possible to start with a
material that is in the symmetry-unbroken paraelectric phase
in a bulk sample yet will be in the ferroelectric phase when
placed inside the cavity [black down arrow in Fig. 3(c)].
The main focus of this paper is on many-body systems

that are naturally close to the superradiant-type transition,

i.e., paraelectric materials close to the ferroelectric phase.
For instance, SrTiO3 and KTaO3 are paraelectric at ambient
conditions, but isotope substitution of 18O for 16O or
applying pressure can bring the materials into a phase
with spontaneous electric polarization [135]. The key
property of such materials relevant to our analysis is the
existence of a low-energy infrared optical phonon mode. To
understand collective modes of such systems in resonator
settings shown in Fig. 2, we need to consider hybridization
of the electric dipole moment of the optical phonon with the
quantized electromagnetic modes confined in the cavity
and with plasmons in metal mirrors.

FIG. 3. Summary of the cavity-induced changes of the collec-
tive excitations and the phase diagram. (a) Bulk band dispersions.
The hybridization between a photon and an optical phonon at the
frequency Ω (black dashed lines) leads to two gapped branches
corresponding to the upper and lower transverse phonon polar-
itons (black solid curves). (b) Collective excitations confined in
the cavity as a function of the in-plane wave vector q. The
hybridization leads to softening of the optical phonon modes (red
curves and black solid arrow) and also supports the coupled
surface modes (blue curve). (c) Phase diagram in the cavity
geometry. As the tuning parameter r is decreased, the transition
from the paraelectric phase (PE) to the ferroelectric phase (FE)
occurs when the renormalized effective phonon frequency goes
down to zero. The FE is enhanced in the cavity setting in
comparison with the bulk geometry, for which the transition point
is indicated by the black dashed line. The inset shows the
dependence on the plasma frequency ωp at the insulator thickness
d ¼ 1. The parameters are c ¼ ℏ ¼ β ¼ 1, ωp ¼ 5, U ¼ 1, and
g ¼ 3.5, and the UV momentum cutoff is Λc ¼ 102.
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Our analysis of quantum light-matter coupling has
implications for understanding both quantum fluctuations
at zero temperature and thermal fluctuations at finite
temperature. Placing the focus on equilibrium systems
makes the present work distinct from the previous studies
on materials subject to classical light waves, in which the
use of strong external drive is essential. It is such a quantum
aspect of light-matter interaction that motivates us to ask
the two questions:

(A) How does the light-matter coupling modify polar-
iton modes of paraelectric materials in the cavity
geometry?

(B) Is it possible to enhance the ferroelectric instability by
modifying the quantum electromagnetic environment
of a many-body system under no external pump?

To address these questions, we formulate a simple yet
generic theoretical framework for analyzing interaction
between three types of excitations: infrared active phonons,
cavity photons, and plasmons in metal mirrors. We focus on
the heterostructure, in which energies can be confined in
volumes much smaller than the free-space wavelengths of
photons, leading to strong enhancement of light-matter
interaction [136]. Strong hybridization between the con-
tinuum of electromagnetic fields and matter excitations
necessitates deriving new collective modes starting from
the microscopic model and not relying on modes defined in
the bulk geometry.
In our analysis, the size of the cavity in the longitudinal

direction is assumed to be large enough for collective
eigenmodes to be characterized by a conserved in-plane
momentum. Thus, the present model is distinct from most
of the previous studies on the superradiant phases, where
only one or at most a few modes in a cavity are included. In
the ultrastrong-coupling regime, it is essential to accurately
take into account the full continuum of modes when
analyzing thermodynamic properties of the system. The
careful inclusion of all the proper modes becomes particu-
larly important when the phonon nonlinearity is included,
because, as discussed below, the frequency of every mode
is affected by quantum and thermal fluctuations of the other
modes (see Sec. IV for further details).
In view of the importance of identifying the correct

cavity eigenmodes, we begin our analysis with a detailed
discussion of the quadratic theory to answer the first
question (A). Interestingly, even when the system is far
from the transition point, the cavity confinement can
qualitatively alter the nature of collective excitations
(see, e.g., Fig. 6 in Sec. III). Building upon this result,
we proceed to address the second question (B) and show
that, after including phonon nonlinearities in the analysis,
the cavity polaritons can exhibit considerable mode soft-
ening in comparison to their analogs in bulk materials. This
softening ultimately induces the paraelectric-to-ferroelec-
tric phase transition when the frequency of the lowest
energy mode goes to zero [see Fig. 3(b)].

We note that the phenomenon of cavity enhancement of
the ferroelectric phase is not present at the level of a
quadratic model and can be found only when phonon
nonlinearities are included in the analysis. The phonon
nonlinearities, in general, render the formation of a sponta-
neous dipole moment energetically unfavorable. We show
that the cavity confinement alleviates this adverse effect of
phonon-phonon interactions, thus allowing one to induce
ferroelectricity in quantum paraelectrics that otherwise
exhibit no spontaneous polarizations even at zero temper-
ature. We demonstrate that the phenomenon of cavity-
enhanced ferroelectricity is more pronounced when
confinement effects are enhanced by using a cavity with
a thinner slab of paraelectric material and/or metallic
mirrors with a higher plasma frequency [see Fig. 3(c)].
A few remarks are in order. While our theory is formu-

lated for a heterostructure based on a paraelectric sand-
wiched between metallic mirrors, the present approach of
controlling material excitations via modifying the quantum
electromagnetic environment can readily be generalized to a
wide range of platforms. To demonstrate this point, we
discuss several other potential applications of such cavity-
based control of polariton modes, including molecular
materials and excitonic devices. Thus, our analysis may
find practical applications in improving the efficiency of
organic light-emitting devices and realizing photon-exciton
converters (see Sec. V and Appendix F). We also consider
the role of dissipation on the polariton softening and phase
transition using a standard Drude-type model of conductivity
in metallic mirrors. Our formalism can be extended to
include other mechanisms of dissipation.

III. PHONON-PHOTON-PLASMON
HYBRIDIZATION

Our main goal is to understand the qualitative physics of
a dipolar insulator coupled to quantized electromagnetic
fields in a cavity rather than to make predictions specific to
particular experimental setups. Thus, we consider a generic
microscopic model and provide order of magnitude esti-
mates for a concrete system at the end of our analysis in
Sec. IV.We here begin by introducing a general theory of the
light-matter interaction and formulate a framework for
obtaining hybridized eigenmodes in a way that allows us
to quantize the fields. Throughout this paper, we assume
that phonon frequencies are the same for all phonon polar-
izations, while generalization of our analysis to anisotropic
systems may introduce additional interesting features (see,
e.g., Ref. [137]). In the next section, we apply the framework
to an ionic crystal confined in the cavity as a concrete case
and analyze its paraelectric-to-ferroelectric phase transition.

A. Bulk

Before moving to the case of the cavity setting, we first
discuss the three-dimensional bulk setup with no boundary
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effects and determine the bulk dispersion relations for the
phonon-photon hybridized modes, i.e., the phonon polar-
itons. Later, we generalize the theory to the cavity con-
figuration by taking into account confinement effects and
also contributions from plasmons in metal mirrors.
The Hamiltonian of the bulk system is given by

Ĥtot ¼ Ĥlight þ Ĥmatter þ Ĥl-m; ð1Þ

where the first (second) term describes the dynamics of the
electromagnetic field (dipolar matter field) and the last term
represents the light-matter coupling between these two
fields. We specify each of those terms below.

1. Electromagnetic field

The free evolution of the electromagnetic field is
described by the Hamiltonian

Ĥlight ¼
Z

d3r

�
Π̂2

2ϵ0
þ ϵ0c2

2
ð∇ × ÂÞ2

�
; ð2Þ

where ϵ0 is the vacuum permittivity, c is the vacuum light
speed, ÂðrÞ is the vector potential of photons, and Π̂ðrÞ is
its canonically conjugate variable. The integral is taken
over a cubic whose volume is V ¼ L3, and we choose the
Coulomb gauge

∇ · Â ¼ 0: ð3Þ

Assuming the periodic boundary conditions and introduc-
ing discrete wave numbers ki ¼ 2πni=L, with i ¼ x, y, z
and ni being integer numbers, we represent the vector fields
in terms of their Fourier components as

ÂðrÞ ¼
X
kλ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ

2ϵ0Vωk

s
ðâkλeik·rϵkλ þ H:c:Þ; ð4Þ

Π̂ðrÞ ¼ −i
X
kλ

ffiffiffiffiffiffiffiffiffiffiffiffi
ℏϵ0ωk

2V

r
ðâkλeik·rϵkλ − H:c:Þ; ð5Þ

where ωk ¼ cjkj is the vacuum photon dispersion and âkλ
(â†kλ) is the annihilation (creation) operator of photons with
momentum k and polarization λ. The Coulomb gauge (3)
leads to the transversality condition of the orthonormal
polarization vectors ϵkλ:

k · ϵkν ¼ 0; ð6Þ

ϵ†kλϵkν ¼ δλν: ð7Þ

The Hamiltonian can be diagonalized in the basis of
momentum k and polarization λ as

Ĥlight ¼
X
kλ

ℏωkâ
†
kλâkλ; ð8Þ

where we omit the vacuum energy.

2. Matter field

We consider a dipolar insulator whose excitation is
represented by a real-valued vector field ϕ̂ðrÞ. For instance,
it can originate from infrared optical phonon modes
corresponding to vibrations of ions around the equilibrium
configuration in ionic crystals such as MgO, SiC, and NaCl
[138]. In other setups, it can represent collective dipolar
modes associated with assembled organic molecules,
molecular crystals, and excitonic systems. For the sake
of simplicity, we neglect the bare dispersion of the dipolar
mode, which is a common assumption in the analysis of
optical phonons, and represent its frequency by Ω. The
effective Hamiltonian of the matter field is thus given by

Ĥmatter ¼ Ĥ0 þ Ĥint; ð9Þ

where Ĥ0 is the quadratic part

Ĥ0 ¼
Z

d3r
v

�
π̂2

2M
þ 1

2
MΩ2ϕ̂2

�
ð10Þ

and Ĥint is the most relevant interaction

Ĥint ¼
Z

d3r
v

Uðϕ̂ · ϕ̂Þ2: ð11Þ

Here, π̂ðrÞ is a conjugate field of the matter field ϕ̂ðrÞ, v is
the unit-cell volume in the insulator, M is the effective
mass, which corresponds to the reduced mass of two ions in
the case of ionic crystals, and U ≥ 0 characterizes the
interaction strength. Physically, the interaction term can
originate from, e.g., phonon anharmonicity. When we
discuss in Sec. IV the transition between the paraelectric
phase with hϕi ¼ 0 and the ferroelectric phase with
hϕi ≠ 0, the phonon frequency Ω2 should be considered
as the tuning parameter governing the transition in the
effective theory (cf. Fig. 1). We note that the present model
neglects the coupling between the gapped electron-hole
excitations and soft phonons, which is typically considered
as weak [139].

The matter field ϕ̂ðrÞ and its conjugate variable π̂ðrÞ
can be quantized through the canonical quantization. In the
Coulomb gauge, it is useful to decompose them in terms
of the transverse and longitudinal components as ϕ̂ðrÞ ¼
ϕ̂kðrÞ þ ϕ̂⊥ðrÞ and π̂ðrÞ ¼ π̂kðrÞ þ π̂⊥ðrÞ, respectively.
The quadratic part Ĥ0 of the matter Hamiltonian Ĥmatter
can readily be diagonalized as (see Appendix A)
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Ĥ0 ¼ ℏΩ
�X

kλ

ϕ̂⊥†
kλ ϕ̂

⊥
kλ þ

X
k

ϕ̂k†
k ϕ̂k

k

�
; ð12Þ

where ϕ̂⊥
kλ (ϕ̂⊥†

kλ ) represents an annihilation (creation)
operator of a transverse phonon with momentum k and

polarization λ, while ϕ̂k
k (ϕ̂

k†
k ) is its longitudinal counterpart.

3. Light-matter coupling

The transverse dipolar matter field ϕ̂⊥ can directly
couple to the electromagnetic field in a bilinear form.
For instance, we recall that the field ϕ̂⊥ can represent
transverse displacements of ionic charges with opposite
signs and, thus, can couple to the electric field. In terms of
the vector potential Â, the light-matter interaction is thus
given by

Ĥl-m ¼
Z

d3r
v

�
−
Z�e
M

π̂⊥ · Âþ ðZ�eÞ2
2M

Â2

�
þ VC; ð13Þ

where Z�e is the effective charge of a dipolar mode, which
corresponds to the charge of ions in the case of ionic
crystals, and VC is the Coulomb potential term whose
explicit form is specified below. We note that, aside a
constant factor, the conjugate field π̂ physically corre-
sponds to the current operator j ∝ ∂tϕ associated with the
dipolar field ϕ̂.
We here invoke neither the dipole approximation nor the

rotating wave approximation, which are often used in the
literature but can break down especially in strong-coupling
regimes [89,140] (see Ref. [141] for a general formulation
that is valid at arbitrary light-matter coupling strengths).
The light-matter interaction (13) including both π̂ · Â and
A2 terms allows one to explicitly retain the gauge invari-
ance of the theory. It is also noteworthy that the light-matter
coupling (13) is nonvanishing even in the absence of
photons. This interaction with the vacuum electromagnetic
field originates from the zero-point fluctuations of the
electric field and can be viewed as the light-matter
interaction mediated by virtual photons. In this paper,
we focus on such a low-photon, quantum regime with
no external pump.
Our choice of the Coulomb gauge leads to the non-

dynamical contribution VC resulting from the constraint
relating the longitudinal component of the electric field to
that of the matter field. To see this point explicitly, we first
decompose the electric field in terms of the transverse and
longitudinal components as

Ê ¼ Ê⊥ þ Êk; ð14Þ

which satisfy ∇ · Ê⊥ ¼ 0 and ∇ × Êk ¼ 0. On one hand,
the transverse part can be directly related to the vector
potential as

Ê⊥ ¼ −
∂Â
∂t : ð15Þ

On the other hand, the longitudinal part is subject to the
constraint resulting from the Coulomb gauge

Êk ¼ −
Z�e
ϵ0v

ϕ̂k; ð16Þ

where we recall that ϕ̂k is the longitudinal part of the matter
field satisfying ∇ × ϕ̂k ¼ 0. This longitudinal component
leads to the expression of the Coulomb potential term VC as
follows [142]:

VC ¼ ϵ0
2

Z
d3rðÊkÞ2 ¼ ðZ�eÞ2

2ϵ0v

Z
d3r
v

ðϕ̂kÞ2: ð17Þ

4. Bulk dispersions

One can diagonalize the quadratic part of the total
Hamiltonian:

Ĥtot;0 ¼ Ĥlight þ Ĥ0 þ Ĥl‐m; ð18Þ

which allows one to obtain an analytical expression of the
bulk dispersions. The presence of light-matter interaction
leads to the formation of the hybridized modes consisting
of photons and phonons, known as the phonon polaritons.
This hybridization strongly modifies the underlying
dispersion relations such that the avoided crossing occurs
between two polariton dispersions. At the quadratic level,
we can decompose the quadratic Hamiltonian Ĥtot;0 in
Eq. (18) into two parts that include solely either transverse
or longitudinal components of the field operators as
follows:

Ĥtot;0 ¼ Ĥ⊥
tot;0 þ Ĥk

tot;0: ð19Þ

The dispersion relations of the transverse modes can now
be obtained by diagonalizing Ĥ⊥

tot;0 (see Appendix A). The
resulting Hamiltonian is

Ĥ⊥
tot;0 ¼

X
ksλ

ℏωksγ̂
⊥†
ksλγ̂

⊥
ksλ; ð20Þ

where s ¼ � denotes an upper or a lower bulk dispersion
with eigenfrequencies

ωk� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
k þΩ2 þ g2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω2

k þΩ2 þ g2Þ2 − 4ω2
kΩ

2
q

2

vuut

ð21Þ
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and γ̂⊥ksλ (γ̂
⊥†
ksλ) represents an annihilation (creation) operator

of a transverse phonon polariton with momentum k,
polarization λ, and mode s. We here introduce the coupling
strength g as

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ðZ�eÞ2
ϵ0Mv

s
: ð22Þ

The solid curves in Fig. 4 show the two branches of the
bulk phonon polaritons. The splitting between the upper
and lower dispersive modes is characterized by the cou-
pling strength g. The upper branch exhibits a quadratic
dispersion at low k ¼ jkj and is gapped—i.e., it takes a
finite value

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 þ g2

p
at k ¼ 0—while the lower one

linearly grows from zero and saturates at Ω even in the
limit of k → ∞.
Meanwhile, the longitudinal part of the total quadratic

Hamiltonian Ĥk
tot;0 contains only the longitudinal matter

field ϕ̂k and can be readily diagonalized as

Ĥk
tot;0 ¼ ℏΩkX

k

ϕ̂k†
k ϕ̂k

k; ð23Þ

where Ωk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 þ g2

p
is the longitudinal phonon fre-

quency [143]. We note that the longitudinal mode is

independent of the momentum k and is, thus, nondispersive
as shown in the solid horizontal line in Fig. 4.

B. Cavity configuration

We next consider the cavity setting and take into account
confinement effects as well as the hybridization of electro-
magnetic fields with plasmons in metal mirrors in addition
to collective dipolar modes. We focus on the prototypical
heterostructure configuration consisting of a dipolar insu-
lator sandwiched between two semi-infinite ideal metals
(see Fig. 5). We consider eigenmodes propagating with the
two-dimensional in-plane momentum q, while the formal-
ism developed in this section can be extended to deal with
more complex setups such as fabricated metal surface
structures.
Thin-film configurations considered here have been

previously applied to light-emitting devices [144,145],
the electron-tunneling emission [146], and the transmitting
waveguide [147]. One of the main novelties introduced by
this paper is to reveal the great potential of heterostructure
configurations as a quantum electrodynamic setting toward
controlling collective matter excitations and, in particular,
to point out a possibility of inducing the superradiant-type
quantum phase transition via the vacuum electromagnetic
environment. More specifically, analyzing the hybridiza-
tion of cavity electromagnetic fields and matter excitations,
we demonstrate that the present cavity architecture enriches
the underlying dispersion relations in a way qualitatively
different from the corresponding bulk case. Including
phonon nonlinearities, we further show that the hetero-
structure configuration enables one to significantly soften
the phonon modes, which ultimately induces the structural
phase transition.

1. Hamiltonian

To reveal essential features of the present cavity setting,
we consider an ideal metal with the Drude property whose
plasma frequency is denoted as ωp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nee2=ðmeϵ0Þ

p
,

where e is the elementary electric charge, ne is the elec-
tron density in the metal, and me is the electronic mass.

FIG. 4. Bulk dispersions of the phonon polariton plotted against
the norm of the three-dimensional wave vector k ¼ jkj. The solid
curves represent the eigenvalues of the transverse modes
[cf. Eq. (21)] for the upper (s ¼ þ) and the lower (s ¼ −)
phonon polaritons, which are obtained by diagonalizing the
transverse part Ĥ⊥

tot;0 of the quadratic light-matter Hamiltonian
Ĥtot;0. The solid horizontal line represents the nondispersive
longitudinal phonon mode [cf. Eq. (23)] obtained by diagonal-
izing the longitudinal part Ĥk

tot;0. The dotted lines show the
photon dispersion ω ¼ ck and the nondispersive bare phonon
frequency at ω ¼ Ω. The parameter is chosen as g ¼ 3.5 Ω.

FIG. 5. Schematic figure illustrating the cavity configuration
considered in this paper. A dipolar insulator whose center is
positioned at z ¼ 0 is sandwiched between two semi-infinite
metals with interfaces at z ¼ �d=2.
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We assume that all the materials are nonmagnetic such
that the relative magnetic permeability μ is always taken
to be μ ¼ 1. As illustrated in Fig. 5, we consider a setup
with the center of a dipolar insulator being positioned
at z ¼ 0 and the insulator-metal interfaces being positioned
at z ¼ �d=2. We again choose the Coulomb gauge
∇ · Â ¼ 0, and, thus, the Hamiltonian Ĥlight of the free
electromagnetic field is the same as in the bulk case
[cf. Eq. (2)], while the matter Hamiltonian is modified as

Ĥmatter ¼ Ĥ0 þ Ĥint; ð24Þ

Ĥ0 ¼
Z
I

d3r
v

�
π̂2

2M
þ 1

2
MΩ2ϕ̂2

�
; ð25Þ

Ĥint ¼
Z
I

d3r
v

Uðϕ̂ · ϕ̂Þ2; ð26Þ

where we define the integral over the insulator region asR
I d

3r≡ R
d2r

R d=2
−d=2 dz. The light-matter coupling term is

also modified as

Ĥl‐m ¼
Z
M
d3r

ϵ0ω
2
p

2
Â2

þ
Z
I

d3r
v

�
−
Z�e
M

π̂⊥ · Âþ ðZ�eÞ2
2M

Â2

�
þ VC;

ð27Þ

where the first term describes the plasmon coupling in the
metal regions defined as

R
M d3r≡ R

d2rðR−d=2
−∞ þ R

∞
d=2Þdz

and the second term is the coupling between the insulator
and the cavity electromagnetic field. We recall that the
Coulomb gauge leads to the additional constraint on the
longitudinal components of the electric and matter fields in
the insulator region jzj < d=2:

Êk ¼ −
Z�e
ϵ0v

ϕ̂k: ð28Þ

As in the bulk case, this constraint results in the Coulomb
potential term VC originating from the longitudinal dipolar
modes as follows:

VC ¼ ϵ0
2

Z
I
d3rðÊkÞ2 ¼ ðZ�eÞ2

2ϵ0v

Z
I

d3r
v

ðϕ̂kÞ2: ð29Þ

In summary, the present cavity light-matter system
consists of two canonically conjugate pairs of variables
ðΠ̂; ÂÞ and ðπ̂; ϕ̂Þ; the former describes the dynamical
electromagnetic degrees of freedom and have only trans-
verse components, while the latter describes matter exci-
tations and have both transverse and longitudinal parts.
Their time evolution is governed by the Hamiltonian

consisting of Eqs. (2), (24), and (27) and is subject to
the constraint (28).
We note that the use of the Coulomb gauge remains a

convenient choice even in the present case of the inhomo-
geneous geometry. An alternative naive choice would be
the condition ∇ · ½ϵðr;ωÞÂðr;ωÞ� ¼ 0 with ϵ being the
relative permittivity in the medium, which might be viewed
as a quantum counterpart of the gauge constraint in the
macroscopic Maxwell equations. However, it has been
pointed out that in inhomogeneous media this gauge choice
suffers from the difficulty of performing the canonical
quantization of the variables due to the frequency-domain
formulation of the gauge constraint [142]. In contrast, the
Coulomb gauge chosen here can be still imposed on a
general inhomogeneous system without such difficulties;
we thus employ it throughout this paper.

2. Elementary excitations

The quadratic part of the total cavity Hamiltonian can
still be diagonalized, which allows us to identify the
hybridized eigenmodes and the corresponding elementary
excitation energies. To this end, we first expand the
electromagnetic vector potential in terms of the transverse
elementary modes. Owing to the spatial invariance on the
xy plane, we obtain

ÂðrÞ ¼
X
qnλ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ

2ϵ0Aωqnλ

s
½âqnλU⊥

qnλðrÞ þ H:c:�; ð30Þ

U⊥
qnλðrÞ ¼ eiq·ρu⊥qnλðzÞ; ð31Þ

where A ¼ L2 is the area of interest on the xy plane, q is the
two-dimensional in-plane wave vector q ¼ ðqx; qyÞT, and
ρ ¼ ðx; yÞT is the position vector on the xy plane. The
transverse mode function U⊥

qnλ satisfies ∇ · U⊥
qnλ ¼ 0.

Because the spatial invariance along the z direction is
lost in the heterostructure configuration, an elementary
excitation is now labeled by a discrete number n ∈ N
(instead of kz in the bulk case) as well as the two-
dimensional vector q. We also introduce a discrete variable
λ ¼ ðΛ; PÞ that includes the polarization label Λ ∈
fTM;TEg and the parity label P ¼ �. Here, the polariza-
tion label Λ in the discrete subscript λ indicates either the
transverse magnetic (TM) or electric (TE) polarization
associated with the zero magnetic or electric field in the
z direction:

½∇ × U⊥
qnλðrÞ�z ¼ 0 for Λ ¼ TM; ð32Þ

(u⊥qnλðzÞ)z ¼ 0 for Λ ¼ TE: ð33Þ

Meanwhile, the parity label P indicates the symmetry of the
mode function with respect to the spatial inversion along
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the z direction. From the parity symmetry of the Maxwell
equations, it follows that the z component of the mode
function must have the opposite parity to that of the x, y
components (see Appendix C). We thus assign the parity
label P to each mode function according to

½u⊥qnλð−zÞ�x;y ¼ P½u⊥qnλðzÞ�x;y; ð34Þ

½u⊥qnλð−zÞ�z ¼ −P½u⊥qnλðzÞ�z: ð35Þ

Finally, we can impose the orthonormal conditions on the
mode functions as

Z
dz u⊥†

qnλu
⊥
qmν ¼ δnmδλν: ð36Þ

We can expand the matter degrees of freedom in the
similar manner as in the electromagnetic field. Because the
matter field resides only in the insulator region, it is natural
to expand the transverse components of the dipolar matter
field as

ϕ̂⊥ðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ
2MNdΩ

s X
qnλ

h
ϕ̂⊥
qnλ f⊥qnλðzÞeiq·ρ þ H:c:

i
; ð37Þ

where Nd ¼ A=v ¼ N=d is the number of modes per
thickness and ff⊥qnλg is a complete set of transverse
orthonormal functions in the insulator region satisfying
∇ · ðf⊥qnλeiq·ρÞ ¼ 0. We note that a position variable r in the

matter field ϕ̂ should be interpreted as the parameters
restricted to the region jzj < d=2. In the discrete variable
λ ¼ ðΛ; PÞ, the polarization label takes either TM or TE
modes, Λ ∈ fTM;TEg, and the parity label P ¼ � is
defined in the same manner as in Eqs. (34) and (35).
Other possible matter excitations are the longitudinal
modes, for which we can expand the matter field as

ϕ̂kðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ
2MNdΩ

s X
qnλ

h
ϕ̂k
qnλ f

k
qnλðzÞeiq·ρ þ H:c:

i
; ð38Þ

where ff kqnλg is a complete set of longitudinal orthonormal
functions in the insulator region, which satisfies ∇×

ðf kqnλeiq·ρÞ ¼ 0. We denote this mode by the label
λ ¼ ðL; PÞ, where the polarization label Λ is fixed to be
the longitudinal one Λ ¼ L while the parity P ¼ � of the
mode function is defined in the same way as in the
transverse case. The longitudinal mode associates with
an excitation of the longitudinal electric field via Eq. (28).
An explicit form of the transverse mode functions fu⊥qnλg

and ff⊥qnλg, the longitudinal mode functions ff kqnλg, and the
corresponding excitation energies fωqnλg can be deter-
mined from solving the eigenvalue problem with imposing

suitable boundary conditions at the interfaces as detailed in
Appendix C. In the transverse modes, we note that both
matter and light fields as well as the hybridized eigenmodes
share the same spatial profile represented by u⊥qnλ owing to
the bilinear form of the light-matter coupling. Meanwhile,
the longitudinal modes consist of only the matter field,
and their spatial profiles are characterized in terms of the

mode functions f kqnλ. It is also noteworthy that an excitation
energy ωqnλ of an elementary eigenmode now explicitly
depends on the polarizationΛ ∈ fTM;TE;Lg in contrast to
the bulk case in Eq. (21). In terms of the obtained
elementary eigenmodes, the quadratic part of the total
light-matter Hamiltonian, Ĥtot;0 ¼ Ĥlight þ Ĥ0 þ Ĥl‐m, can
be diagonalized as

Ĥtot;0 ¼
X
qnλ

ℏωqnλγ̂
†
qnλγ̂qnλ; ð39Þ

where γ̂qnλ (γ̂†qnλ) represents an annihilation (creation)
operator of a hybridized elementary excitation with in-
plane wave vector q and discrete labels n and λ. The spatial
profile of each excitation is characterized by an eigenmode

function u⊥qnλ or f
k
qnλ depending on the polarization, whose

explicit functional forms are given in Appendix C.
Figure 6 shows the elementary excitations in the cavity

setting for each sector of λ ¼ ðΛ; PÞ, and Table I summa-
rizes the corresponding physical properties. Figures 6(a)
and 6(b) plot the in-plane dispersions in the sectors
λ ¼ ðTM;þÞ, ðL;�Þ and λ ¼ ðTM;−Þ, respectively.
Their magnified plots around the phonon frequency Ω
are also given in Figs. 6(d) and 6(e). These rich band
structures in the TM polarization have different physical
origins as described below.
First of all, a salient feature of the obtained cavity

polariton is the emergence of a large number of soft-
phonon modes lying below the bare phonon frequency Ω,
which we term as the resonant TM (RTM) modes [see
Figs. 6(d) and 6(e)]. The RTM modes are labeled by an
integer number n ¼ 0; 1; 2… as RTMn. The parity P of the
corresponding mode function u⊥qnλ coincides with the parity
of n. The RTMn modes with n ≥ 1 lie between Ω and the
lower bulk dispersion (plotted as the lower black dotted
curve in Fig. 6) and share the common structures. For
instance, all of the RTMn≥1 modes start from frequencies
slightly below Ω and saturate to it at high q≡ jqj. Thus,
these modes predominantly consist of the hybridization of
dipolar phonons and cavity electromagnetic fields at low q,
while the phonon contribution eventually becomes domi-
nant at high q. The field amplitudes of these RTMn≥1
modes extend over the insulator region owing to the real-
valuedness of the longitudinal wave number κη over the
entire plane of the in-plane wave vector q. Here, the
subscript η is used to summarize all the indices as
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η ¼ fq; n; λg. The origin of the emergence of many RTM
modes below the bare phonon frequency can be understood
from simple physical arguments based on the frequency-
dependent dielectric functions as discussed in Sec. III B 3.
Remarkably, the lowest resonant mode RTM0, which is

the most-softened phonon mode among all the elementary
excitations in all the sectors, has a qualitatively different
physical nature compared to the RTMn≥1 modes discussed
above. Its longitudinal wave number κη changes from a real
value to a purely imaginary one as the dispersion crosses
the lower bulk dispersion in the bulk [see Fig. 6(d)].

Moreover, the saturated frequency value of the RTM0

mode at q → ∞ remains substantially below Ω with a
nonvanishing gap. Accordingly, the RTM0 mode can be
interpreted as the low-energy analog of the surface polar-
iton mode labeled as the SS mode in Fig. 6(a); both modes
result from the intrinsic hybridization of dipolar phonons,
cavity electromagnetic fields, and plasmons, while the
major contribution at high q comes from the phonon
(plasmon) part in the case of the RTM0 (SS) mode.
We now proceed to discuss the symmetric and antisym-

metric surface modes lying in the frequency regime

(a) (b) (c)

(d) (e) (f)

FIG. 6. Elementary excitations of the cavity setting in different sectors ðΛ; PÞ with Λ ¼ TM, TE, L denoting the transverse magnetic
(TM), transverse electric (TE), or longitudinal (L) polarization and P ¼ � being the parity of transverse components of the electric field
against the inversion of the direction perpendicular to the plane. Black dotted curves indicate the bulk dispersions. The top plots
excitation energies ω against in-plane momentum q in the sectors (a) (TM;þ) and (L;�), (b) (TM;−), and (c) (TE;�), respectively. The
bottom (d)–(f) show the corresponding magnified views below the phonon frequency Ω. In (a) and (b), the TM1;2 modes represent the
two highest modes in the TM sector; the SS (¼TM0) mode represents the symmetric surface (SS) mode, and the AS1;2 modes represent
the antisymmetric surface (AS) modes whose dipolar moments point out of the plane at low q. The longitudinal L� modes have the same
nondispersive energy independent of the momentum q and the parity P ¼ �. The assignment of the label TM0 to the SS mode is in
accordance with the convention used in studies of plasmonics [148]. In (d) and (e), the RTMn modes with n ¼ 0; 1; 2… represent the
resonant TM modes close to the dipolar-phonon frequency Ω. The RTMn≥1 modes extend over the insulator region, while the most-
softened mode RTM0 is essentially the surface mode localized at the interfaces analogous to the SS mode. In (c), the TE0;1 modes
represent the two highest modes in the TE sector. In (f), the RTEn modes with n ¼ 0; 1; 2… represent the resonant TE modes; all of them
extend over the insulator region. The parameters are d ¼ c=Ω, g ¼ 3.5 Ω, and ωp ¼ 5 Ω. For the sake of visibility, the plasma
frequency is set to be a rather low value, while its specific choice does not qualitatively affect the thermodynamic phase.
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 þ g2

p
< ω < ωp, which are denoted as SSð¼TM0Þ

and AS2 in Figs. 6(a) and 6(b), respectively. They essentially
arise from the splitting of the coupled surface phonon
polaritons at two metal-insulator interfaces [149]. These
surface modes result from the intrinsic hybridization of the
collective dipolar mode, electromagnetic fields in the cavity,
and plasmons in metal mirrors and can emerge only in the
case of the TM polarization, in which the continuity of the z
component of the electric field can be mitigated. Thus, the
surface modes including the SSð¼TM0Þ, AS1;2, and RTM0

modes can be excited only by p-polarized light. Additional
discussion of the hybridized eigenmodes in our cavity
system can be found in Appendix E.
Several remarks are in order. First, we emphasize the

importance of explicitly including plasmon contributions
into the analysis. This treatment ensures that the tails of the
evanescent fields properly extend into the surrounding
metal mirrors. In many of the previous studies, the mirrors
are assumed to be perfectly reflective such that the electric
fields must exactly vanish at the interfaces and are absent in
the metal regions. In such analyses, the physical nature of
the localized surface modes discussed here cannot be
addressed appropriately. For instance, the most-softened
phonon mode RTM0 is one important example of such
localized modes; an analysis assuming the perfect reflec-
tivity cannot capture its unique features, including the
qualitative changes associated with increasing in-plane
momentum q (cf. Fig. 11 in Appendix E) and the non-
vanishing softening from the bare phonon frequency Ω
even in the limit q → ∞ [cf. Fig. 6(d)], as well as the
emergence of roton-type excitations (cf. Fig. 12 in
Appendix E). Importantly, the correct treatment of this

RTM0 mode turns out to be crucial especially when we
discuss the superradiant-type quantum phase transition as
detailed in the next section. Meanwhile, we remark that the
reflectivity does not qualitatively change physical proper-
ties of the TE modes, which are analogous to the modes
supported in Fabry-Perot cavities [150].
Second, we remark that the rich structures of the

elementary excitations demonstrated above can further
be tuned by varying the thickness d of the dipolar insulator.
The increase of d generally leads to a generation of more
delocalized bulk modes extending over the insulator. Thus,
aside from the localized surface modes, the eigenmodes
become denser and eventually converge to the correspond-
ing bulk dispersions in the limit of d → ∞. In contrast, the
decrease of d leads to the filtering of the delocalized modes;
for instance, a degenerate frequency of the TE0 and SS
modes at zero-in-plane momentum shifts up for a smaller d.
Thus, with decreasing d, the localized nature of the modes
plays more and more crucial roles in determining the
physical properties of the present heterostructure configu-
ration. We assess the effects of changing the thickness in
more detail in the next section by including the most
relevant nonlinear effect in a self-consistent manner. The
nonlinearity renormalizes the value of the bare phonon
frequency Ω and, thus, effectively modifies the underlying
elementary excitations. We see that a thinner insulator is
more preferable for realizing the cavity-enhanced ferro-
electricity. The reason is that a thin heterostructure con-
figuration can alleviate the adverse effect of the interaction
among the energetically dense phonon excitations and is,
thus, advantageous for inducing the ultimate softening of
the RTM0 mode, which causes the ferroelectric instability.

TABLE I. Summary of physical properties for each of elementary excitations. The labels for each band in the first column are
consistent with those indicated in Fig. 6. The second and third columns represent the parity P ¼ � and the polarization Λ ∈
fTM;TE;Lg of each mode, respectively. The fourth column indicates the direction of the dipole moments in the insulator at low in-plane
wave vector q with respect to the plane parallel to the interfaces. The fifth column shows whether or not the divergence of the electric
field is vanishing. The sixth and seventh columns represent whether the longitudinal wave number κη takes a real value or a purely
imaginary value at low and high q, respectively. The subscript η ∈ fq; n; λg with λ ¼ ðΛ; PÞ represents a set of all the variables
specifying each eigenmode. The final two columns indicate the physical nature of each hybridized band at low and high q, where we
abbreviate elementary excitations as plasmons (PL), photons (PT), phonons (PN), and polaritons (P) and specify surface modes by S.

κη Mode

Band P Λ Dipole at low q Divergence Low q High q Low q High q

TM2 þ TM In-plane Zero Real Real PL PT
TM1 − TM In-plane Zero Real Real PL-P PT
RTMn≥1 sgnðnÞ TM In-plane Zero Real Real PN-P PN
RTM0 þ TM In-plane Zero Real Imaginary PN-P S-PN-PL-P
L� � L Out-of-plane Nonzero Real Real PN-P PN-P
SS (¼TM0) þ TM In-plane Zero Real Imaginary PN-P S-PN-PL-P
AS2 − TM Out-of-plane Zero Imaginary Imaginary PN-P S-PN-PL-P
AS1 − TM Out-of-plane Zero Imaginary Imaginary PT S-PN-PL-P
TE1 − TE In-plane Zero Real Real PL PT
TE0 þ TE In-plane Zero Real Real PL-P PT
RTEn≥0 sgnðnÞ TE In-plane Zero Real Real PN-P PN
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Finally, we comment on the importance of considering all
the above-mentioned hybridized modes in the cavity geom-
etry, thus keeping track of the continuum of excitations for
every dispersion. In general, nonresonant modes can give
rise to substantial modifications of dipolar moments in the
confined geometry as compared to their counterparts in free
space, especially in the regime of ultrastrong coupling. This
phenomenon has been discussed for systems with dipole-
dipole interaction and demonstrated to have a qualitative
effect on thermodynamic properties of a system [151,152];
we here recall that dipolar interactions can be understood as
arising from the adiabatic elimination of nonresonantmodes
under certain conditions [51]. In our analysis, all the
confinement effects due to the cavity, including dipole-
dipole interactions, are consistently included into the theory
without relying on approximations such as rotating-wave
approximations or adiabatic eliminations, which can fail in
the presence of closely degenerate low-energy modes such
as the RTMandRTEmodes as discussed here. The inclusion
of all the continuum modes becomes further important
when we study the phonon nonlinearity below. There,
due to mode couplings mediated by the nonlinearity, an
energy of individual modes can depend on fluctuations of
the other modes.

3. Origin of the resonant soft-phonon modes

We here provide simple explanations to elucidate the
origin of the resonant softened phonon modes that are
denoted by the labels RTM and RTE in Fig. 6. To this end,
we consider a frequency regime in which the metallic
permittivity is negative ϵpðωÞ < 0, while the insulator
dielectric function is positive ξðωÞ > 0 [see also
Eqs. (C10) and (C11) in Appendix C]. To be specific,
we focus on the RTM modes at the zero in-plane momen-
tum q ¼ 0, while similar arguments can be given for the
corresponding RTE modes as well.
Inside the insulator region, the RTM modes with q ¼ 0

have the spatial profiles of the magnetic field either sinðκzÞ
or cosðκzÞ, which we denote by the labels P ¼ þ or P ¼ −,
respectively. We here recall that the parity of the eigenm-
odes is defined by that of the transverse components of the
electric field. In these cases, the longitudinal wave vector κ
should satisfy the following equations:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξðωÞ

jϵpðωÞj

s
¼

�
cotðκd

2
Þ ðP ¼ þÞ;

− tanðκd
2
Þ ðP ¼ −Þ: ð40Þ

The Maxwell equations also lead to the additional
constraint

κ ¼
ffiffiffiffiffiffiffiffiffiffi
ξðωÞ

p ω

c
: ð41Þ

In the case of the frequency regime slightly below the bare
phonon frequency Ω of paraelectric materials, the dielectric

function ξðωÞ takes a singularly large value compared with
jϵpðωÞj. Thus, the conditions (40) and (41) lead to the
approximate eigenmode equation

ffiffiffiffiffiffiffiffiffiffi
ξðωÞ

p
ω ≃ n

πc
d

ðn ¼ 1; 2;…Þ: ð42Þ

Owing to the singular nature of ξðωÞ in the limit of
ω → Ω − 0, this condition can, in principle, be attained
for an arbitrary integer n. It is this resonant structure that
allows for generating a large number of soft-phonon modes
in the heterostructure configuration. In practice, when the
damping of the phonon mode is included, there should exist
an effective cutoff on possible values of n, but still many
eigensolutions should be allowed as long as the damping
rate is small enough in comparison with the phonon
frequency.

4. Effects of cavity losses

The analyses presented in the previous sections can be
generalized to include additional complexities of exper-
imental systems. In particular, in this section, we consider
the effect of scattering of electrons in metals by disorder,
which can manifest itself as Ohmic losses. We use a
phenomenological approach of adding an imaginary part
to the permittivity of metallic mirrors. This approach
corresponds to using the Drude model of electron dynam-
ics, where the damping effect is characterized by nonzero
loss rate γ (see Appendix D). We use this model to analyze
the complex eigenvalues of the mode that exhibits the
strongest softening, i.e., the RTM0 mode. As shown in
Fig. 7, the mode frequency deviates slightly from the
corresponding value in the lossless limit and now has a
finite lifetime. However, when the bare phonon frequency
approaches zero (i.e.,Ω → 0), we find that not only the real
part of the RTM0 mode becomes zero, but also its
imaginary part vanishes. This result indicates that the
lifetime of the softened mode diverges at the transition
point. We emphasize that this conclusion holds true even
for large γ. Thus, we conclude that the Ohmic losses in the
cavity should not affect our main results, namely, the
prediction of the cavity-induced softening and the resulting
enhancement of ferroelectricity.
To understand the observed weak sensitivity to Ohmic

losses in metals, we recall that electric current in a metal is
determined by the gradient of the electrochemical poten-
tial that includes both the electric field and the gradient of
the chemical potential. A simple example is a problem of
screening of a static charge inside a disordered metal;
in this case, one finds the finite electric field on the scale
of a screening length, but no electric currents. This is
also the reason why in our setup the system can develop
static ferroelectric order without electric currents, i.e., no
Ohmic losses.
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It is useful to provide another perspective on why losses
do not affect the phase transition discussed here. In general,
static impurities in metals, which cause Ohmic losses,
should give rise to scattering between modes at the same
energy but different propagation directions and polariza-
tions. If one launches a mode with a well-defined momen-
tum, scattering leads to depletion in the population of this
mode, which is understood as loss. However, such scatter-
ing should not affect equilibrium thermodynamic proper-
ties of the system, because it does not associate with actual
dissipation of energy. More specifically, as the scattering
modes have the same energy and, thus, equal populations in
equilibrium, the detailed balance condition ensures equal
rates for scattering processes going in the opposite direc-
tions, leading to no net dissipated energy.
One may be concerned that this argument fails when

inelastic scattering processes are included. However, as the
RTM0 mode frequency approaches zero, inelastic scatter-
ing processes become strongly suppressed because of the
phase-space argument (e.g., the density of states of acoustic
phonons scales as ∝ ω2 at small frequencies). A more
rigorous analysis of effects of dissipation can be performed
using an effective model of coupling to a bosonic reservoir
or introducing the Green’s function formalism or the
microscopic Hopfield approach. However, we expect that
the conclusion of insensitivity of the phase transition to
dissipation is not affected.

IV. CAVITY-ENHANCED FERROELECTRIC
PHASE TRANSITION IN AN
INTERACTING SYSTEM

Building upon analysis of hybridized light-matter exci-
tations in the cavity geometry, we now discuss the para-
electric-to-ferroelectric phase transition, which is the

structural quantum phase transition commonly observed
in ionic crystals. Our method of determining the phase
transition point is based on identifying the softening of the
dipolar phonon mode, which is a standard indication of the
continuous second-order phase transition into the broken
symmetry phase. Interestingly, we find that in the cavity
setting the transition point is shifted in favor of the
ferroelectric phase. This softening results from the interplay
between the modified dispersions and feedback effects
through nonlinear interactions between the energetically
dense elementary excitations.

A. Variational principle

Our primary objective in this section is to understand
how the interaction term between the phonon modes
[cf. Eq. (26)] modifies physical properties of quantum
paraelectrics, especially in the vicinity of the transition into
the ferroelectric phase. The paraelectric-to-ferroelectric
phase transition is essentially a structural transition in an
ionic crystal, where the phonon field ϕ̂ plays the role of the
order parameter. When it develops an expectation value, we
find the ferroelectric phase characterized by spontaneous
symmetry breaking. This breaking corresponds to asym-
metric distortion of charges within the unit cell, giving rise
to a uniform electric polarization [cf. Fig. 1(b)]. In the bulk
system, this transition is associated with softening of the
upper phonon-polariton mode, while the acoustic lower
polariton mode is irrelevant, as it reduces to a pure photon
mode in the q → 0 limit. In the cavity geometry of our
interest, we thus need to analyze softening of the lowest
optical mode, i.e., the RTM0 mode.

We consider a system described by the Hamiltonian

Ĥtot ¼ Ĥmatter þ Ĥlight þ Ĥl‐m; ð43Þ

where Ĥmatter now includes both the quadratic terms (25)
and the most relevant interaction term (26), Ĥlight is the
Hamiltonian for the free electromagnetic field (2), and Ĥl-m
describes the light-matter coupling in the cavity setting as
given by Eq. (27). The inclusion of such nonlinear terms is
particularly important close to the phase transition, where
phonon fluctuations become significant.
We use the variational approach to analyze the phase

diagram of the nonlinear model (43). It is convenient to
change notations to bring our model into the form com-
monly used in the study of second-order phase transitions.
We replace the bare phonon frequency Ω2 in Ĥ0

[cf. Eq. (25)] with a parameter r, which corresponds to
the tuning parameter of a physical system such as pressure,
isotope concentration, or chemical composition. In the
quadratic (i.e., noninteracting) theory, paraelectric and
ferroelectric phases correspond to r ≥ 0 and r < 0, respec-
tively, while conditions for the interacting system are
discussed below. We separate the quadratic part of the
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FIG. 7. (a) Real and (b) imaginary parts of the complex
eigenvalues for the most softened mode (i.e., RTM0 mode) at
q ¼ 0 in the presence of nonzero cavity-loss rate γ. From top to
bottom (respectively, bottom to top) curves in (a) [respectively,
(b)], the bare phonon frequency Ω is set to be 1, 0.5, 0.1, and
0.01. The parameters are d ¼ 1, ωp ¼ 5, and g ¼ 3.5.
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total Hamiltonian as Ĥtot;0ðrÞ. Then, the full interacting
Hamiltonian can be written as ĤtotðrÞ ¼ Ĥtot;0ðrÞ þ Ĥint.
The thermal equilibrium of the system is described by the
usual Gibbs state

ρ̂ðrÞ ¼ e−βĤtotðrÞ

ZðrÞ ¼ e−β½Ĥtot;0ðrÞþĤint�

ZðrÞ ; ð44Þ

where ZðrÞ≡ Tr½e−βĤtotðrÞ�. Within the variational approach,
we approximate the Hamiltonian in Eq. (44) by the quadratic
Hamiltonian with an effective parameter reff that should be
determined from the variational principle:

min
reff

DKL½ρ̂0ðreffÞjρ̂ðrÞ� ≥ 0; ð45Þ

whereDKL½·j·� is the Kullback-Leibler divergence [153], and
an effective Gaussian state is defined as

ρ̂0ðreffÞ ¼
e−βĤtot;0ðreffÞ

Z0ðreffÞ
ð46Þ

with Z0ðreffÞ≡ Tr½e−βĤtot;0ðreffÞ�.
Our goal is to find reff that provides the best approxi-

mation to the interacting theory. To this end, we consider

Fv ≡ F0ðreffÞ þ hĤtotðrÞ − Ĥtot;0ðreffÞieff ; ð47Þ

where we denote an expectation value with respect to the
effective density matrix as h� � �ieff ¼ Tr½ρ̂0ðreffÞ � � ��, and
F0ðreffÞ ¼ −ð1=βÞ lnZ0ðreffÞ is the Gaussian variational
free energy. The variational condition (45) can then be
simplified as [154]

min
reff

Fv ≥ FðrÞ; ð48Þ

where FðrÞ ¼ −ð1=βÞ lnZðrÞ is the exact free energy. The
optimal effective tuning parameter r�eff, which is defined by

r�eff ¼ argmin
reff

Fv; ð49Þ

gives the best approximation of the interacting model in
terms of the linear theory. Within the present variational
formalism, the phase transition point is determined from the
condition r�eff ¼ 0 that is achieved for a certain value of the
bare tuning parameter r. When phonon nonlinearities are
repulsive, the transition takes place for a negative value
of the bare parameter r. In other words, the interaction
feedback gives rise to the renormalization of the effective
phonon frequency r�eff ¼ Ω2

eff in the variational theory
Ĥtot;0ðr�effÞ, and the transition occurs when this renormal-
ized frequency of paraelectric materials goes down to zero.
We note that the variational method presented here is

closely related to the standard mean-field approach, since

we choose a simple Gaussian family of variational states.
We approximate the free energy of an interacting system by
the free energy of a noninteracting system with an
optimized variational parameter reff. For this class of
variational states, interaction terms in Eq. (47) can be
calculated by factorizing them into the product of the
expectation values of the quadratic operators with respect to
the noninteracting theory, in the same manner as is done in
a standard mean-field theory [155] (see Appendix G for
technical details). We note that this theoretical approach is
exact for the spherical model, in which the number of
components in the order parameter is effectively infinite.

B. Results

We show the obtained variational free energy Fv against
the variational parameter reff at different insulator thick-
nesses d in Fig. 8(a). From top to bottom, we decrease the
bare tuning parameter r. The thermal equilibrium value r�eff
of the effective phonon frequency is determined from
identifying the minimum of each variational free-energy
landscape. In all the panels, a thinner insulator thickness d
in the cavity setting leads to a smaller equilibrium phonon
frequency r�eff, indicating the phonon softening owing to the
coupling with light modes strongly confined in the cavity.
With further decreasing the thickness d or the tuning
parameter r, the equilibrium phonon frequency eventually
goes down to zero from above, r�eff → 0þ, at which the
paraelectric-to-ferroelectric phase transition occurs [see,
e.g., the red solid curve in the bottom in Fig. 8(a)].
The corresponding phase diagram of the cavity setting

with varying thickness d is plotted in Fig. 8(b) for different
values of the phonon nonlinearity U. Here, the horizontal
axis corresponds to the tuning parameter r, which may
correspond to pressure or isotope concentration. In the
paraelectric phase, decreasing the value of r corresponds to
approaching the transition point. We can then interpret the
results in Fig. 8(b) as the cavity-induced stabilization of
the ferroelectric phase, which should be compared to the
bulk transition point indicated by the black dashed line. We
emphasize that this theoretical result has direct experimen-
tal implications. Consider, for example, a pressure-tuned
transition into the ferroelectric phase in materials such as
SrTiO3 or KTaO3, which are paraelectric at ambient
conditions. Our results then predict that, when the sample
is placed inside the cavity, transition into the ferroelectric
phase should take place at lower pressure.
This favoring of the ferroelectric phase in the quantum

electromagnetic environment is robust against changes in
specific values of parameters and should be a generic
feature of dipolar insulators confined in the cavities. We
find that this effect becomes more pronounced for insulat-
ing films of smaller thickness d. We also observe that
increasing the plasma frequency has a qualitatively similar
effect to decreasing the paraelectric slab thickness [cf. the
inset in Fig. 3(c)]. This result can be understood as a result
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of tighter mode confinement by metals with the higher
plasma frequency.
The enhanced ferroelectricity found here can be under-

stood from the interplay between the phonon nonlinearity
and the dispersion of hybrid light-matter modes in the
cavity geometry. To this end, we recall that the phonon
repulsion included in our model renormalizes the effective
phonon frequency as Ωeff ¼

ffiffiffiffiffiffiffi
r�eff

p
. In general, low-energy

modes provide the dominant contribution to the inter-
action-induced hardening of phonons. In the present
cavity configuration, there are many low-lying disper-
sions, corresponding to different values of longitudinal
wave number κ for a fixed in-plane momentum q. The
transition occurs when energy of the most-softened mode
(RTM0 mode) reaches zero, and it is sufficient that only
this mode softens to have the ferroelectric transition. With
decreasing the transverse size of the cavity d, the other
modes (i.e., RTM1;2;3;…) are pushed to the frequency close
to the frequency of the bare phonon; thus, they contribute
less to phonon hardening. In contrast, when we increase d,
these modes go down in frequency and, thus, increase
their contribution to phonon hardening, which is unfav-
orable to soften the RTM0 mode, i.e., to induce the
ferroelectric transition. As shown in Fig. 8(b), the
enhanced ferroelectricity in the cavity configuration is
more pronounced as the nonlinear strength U is increased.
In particular, we note that the enhancement is absent
unless the nonlinearity is included into the analysis, as
indicated by the red vertical line.
Theoretical predictions of our paper can be tested in

several materials, including SrTiO3 and KTaO3 [135,156],
as well as SnTe and Pb1−zSnzTe [157], where a tuning
parameter can be varied by pressure, chemical composition,
or isotope substitution. This flexibility allows one to
naturally prepare materials on the verge of the ferroelectric
phase. Strong nonlinearity is also a ubiquitous feature
of these materials. To be concrete, if we consider
SrTiO3, one can use the transverse optical phonon mode,
for which the phonon nonlinear coupling is U=M2 ≃ 2.2 ×
103 THz2 Å−2 kg−1 [158]. In the unit of c ¼ ℏ ¼ β ¼ 1
with, e.g., the temperature T ¼ 60 K, this nonlinear cou-
pling strength becomes U ≃ 1.5, which is close to the value
used in the present numerical calculations [159]. With this
convention, the thickness d ¼ 1 corresponds to a length
scale of several tens of microns. In this regime, the expected
shift of the physical phonon frequency is an order of
terahertz [cf. the bottom in Fig. 8(a)], which should
correspond to a tens of degrees Kelvin shift in the transition
temperature [158,160].
We remark that the model discussed here is still not

sufficient to determine spatial character of the ordered
ferroelectric phase. From the symmetry of the softened
RTM0 mode, we expect that it will have an in-plane
polarization; however, we cannot determine its momentum.
It is common to address this question by analyzing unstable
collective modes in the disordered (i.e., paraelectric) state
and using r that corresponds to the ordered (i.e., ferroelec-
tric) phase. The wave vector of the most unstable modes is
then an indication of the expected ordered state. In our
consideration, this procedure suggests instability at large q
(see also Appendix E). This suggestion is not surprising,
since dipoles have repulsive interactions when oriented side
by side; thus, dipolar interactions favor stripe domains with

(a)

(b)

FIG. 8. (a) Variational free energies Fv plotted against the
variational parameter reff with decreasing tuning parameter r
from top to bottom. The red and blue solid curves correspond to
the results for the cavity setting with the insulator thicknesses
d ¼ 1 and d ¼ 3, respectively, while the green solid curves
correspond to the bulk results. The minima of the variational
energies determine the equilibrium values r�eff ¼ Ω2

eff of the
effective phonon frequency including the nonlinear feedback.
(b) Phase diagram in the cavity setting at different nonlinear
strengths U. As the tuning parameter r is decreased, the transition
from the paraelectric phase (PE) to the ferroelectric phase (FE)
occurs when the equilibrium effective phonon frequency r�eff goes
down to zero. The green dashed curve is the phase boundary in
the cavity geometry, while the black (respectively, red) vertical
dashed line is that in the bulk geometry (respectively, at U ¼ 0).
We set c ¼ ℏ ¼ β ¼ 1, ωp ¼ 5, g ¼ 3.5, and the momentum
cutoff to be Λc ¼ 102.
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the modulation wave vector perpendicular to the direc-
tion of the dipoles. The tendency to having an ordered
state at large q should be opposed by the elastic energy
that favors the uniform value of ϕ. This contribution can
be described by the gradient term of ϕ, which we do not
include in our model. Only by properly including the
competition between dipolar interactions and elastic
energy can one determine the correct ordering wave
vector. We plan to discuss the nature of the ordered phase
in a future publication.

V. SUMMARY AND DISCUSSIONS

Our work demonstrates a great promise of a hetero-
structure configuration as a platform toward controlling the
quantum phase of matter by modifying quantum electro-
dynamic environments in the absence of an external pump.
In particular, the present consideration suggests that the
strong hybridization between the continuum of matter
excitations and cavity electromagnetic fields enriches the
spectrum of elementary excitations in a way qualitatively
different from the bulk material. More specifically, the main
results of this paper can be summarized as follows.

(i) Analysis of hybridized collective modes in a cavity.—
We analyzed the collective modes in the heterostruc-
ture configuration shown in Fig. 2, i.e., the dielectric
slab having an infrared active phonon at frequency Ω
surrounded by two metallic electrodes. Hybridization
of the phonon modes of the dielectric, the cavity
electromagnetic modes, and the plasmons of the
surrounding metallic mirrors gives rise to a rich
structure of the eigenmodes; in particular, we found
the emergence of a number of energy modes at
frequencies slightly below the bare phonon frequency
Ω. The origin of these eigenmodes can be understood
from the strong frequency dependence of the dielec-
tric function close to the phonon frequency (see
Sec. III B 3).

(ii) Cavity-enhanced ferroelectric phase transition.—
To go beyond the simple quadratic model of the
photon-phonon-plasmon hybridization, we included
phonon nonlinearities in the dielectric material
through the variational method. We found that
the collective modes are softened as the thickness
of the dielectric slab is decreased. We emphasize
that this feature is present only when we include
phonon nonlinearities, and, therefore, its mecha-
nism goes beyond simple screening of ferroelectric
fluctuations by electrons in the metallic claddings.
The softening corresponds to the enhancement of
the ferroelectric instability and allows a cavity
system to undergo transition into the ferroelectric
phase even when the bulk material remains para-
electric. We suggest that such cavity-enhanced
transition could be experimentally observed in

several quantum paraelectric materials at the verge
of the ferroelectric phase.

The mechanism proposed in this paper is not a specific
feature of a particular setup but should be applicable to a
wide class of systems supporting excitations that possess
electric dipole moments. For instance, our theory can be
used to analyze the coupling of cavity fields to excitonic
molecules [161,162] and also to artificial quantum systems
such as ultracold polar molecules [163], trapped ions [164],
and Rydberg atoms [165]. The present formulation should
also be applicable to analyze polariton modes in the
hexagonal boron nitride (hBN) [137,166,167], which is a
dielectric insulator material associated with a large optical
phonon frequency. We point out again that the predicted
changes of the elementary excitations can occur without
external driving in contrast to, e.g., the earlier studies of
exciton polaritons in microcavities [168–174].

As by-product of the analyses given in this paper, we
envision several potential applications of the cavity-
induced changes of the dispersive excitation modes. For
instance, one can consider a molecular crystal sandwiched
between metallic mirrors, where polaritons originate from
the hybridization of singlet excitons and cavity electro-
magnetic modes. The corresponding triplet excitons have
negligible interaction with light and are, thus, unaffected by
the cavity confinement. The heterostructure cavity con-
figuration then allows one to change relative energies of
singlet and triplet excitations, which can be applied to
improve the efficiency of organic light-emitting devices and
realize photon-exciton converters. We expect that the
modification of the hybridized dispersion in the proposed
cavity setup can also be used to control photochemical
reactions in molecular systems. Similar physics may be
observed in the presence of a single metal-dielectric inter-
face. Further discussions can be found in Appendix F.

Several open questions remain for future studies. First,
we recall that the whole system considered in this paper is
assumed to be in thermal equilibrium; i.e., the effective
temperature is identical for both the matter and the cavity.
This assumption may not always apply; for example, the
metal mirrors and the insulator could be coupled to external
bath modes at different temperatures. Moreover, driving
the cavity into a high-intensity regime or coherent
pumping of atoms should induce the cavity-mediated
interactions among the underlying elementary excitations
[64,175–178]. It remains an intriguing question how our
formalism can be generalized to such nonequilibrium
situations.
Second, a quantitative amount of the predicted modifi-

cation of the elementary excitations and also that of the
transition-point shift can, in practice, depend on several
specifics such as finite thickness of metallic mirrors, the
phonon-scattering rate in matter, and the plasma frequency
and the conductivity in metals. It merits further study to
explore the impact of those experimental complexities on
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the present results. In particular, it is intriguing to elucidate
how dissipation effects on phonons and cavity photons can
influence the phase diagram obtained in the present work.
Our preliminary phenomenological analysis in Sec. III B 4
indicates that the equilibrium properties should not be
qualitatively affected by dissipation; however, it may still
cause quantitative modifications and, in particular, influence
nonequilibrium dynamics. These issues could be addressed
by relying on recent developments in Markovian open
quantum many-body systems [179,180]. To go beyond
Markovian descriptions, one may, in principle, apply a more
inclusive approach such as by explicitly including bath
degrees of freedom as bosonic reservoirs into the analysis.
Meanwhile, on the border of the phase transition, there are
interesting open questions on how quantum critical behavior
is modified due to cavity confinement and how it can be
affected by dissipative nature of a cavity [135,181–187].
It would also be interesting to explore combining cavity-
enhanced phase transitions with topological aspects of open
systems [188–193].

Third, it will be intriguing to consider the situation in
which the primary coupling between matter and light is
mediated by the magnetic field. A concrete example can be
Damon-Eschbach modes in ferromagnetic films [194]. The
intrinsically chiral nature of these modes may qualitatively
alter the character of collective modes in the cavity
configuration. One can also consider a situation with both
electric and magnetic couplings being important. This
situation can be relevant to multiferroic systems [195],
in which ferroelectric and magnetic orders are intertwined.
Finally, it is also intriguing to consider further features

and functionalities that can arise from fabricating additional
structures at the metal-insulator interfaces. For instance,
periodic texturing or distortion of the surfaces can lead to
the formation of gaps in the in-plane dispersion as realized
in photonic crystals, which will provide additional flexi-
bility for manipulation of the hybridized light-matter
excitations. It also merits further study to consider how
changes in the phonon spectrum in the metal-paraelectric
heterostructure can affect many-body states in the metallic
mirrors, such as superconducting states, which should be
particularly relevant to low-density superconductivity
mediated by plasmons as discussed in the case of doped
strontium titanate, where the soft transverse optical phonon
plays a crucial role [196]. We hope that our work stimulates
further studies in these directions.
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APPENDIX A: DIAGONALIZATION OF THE
QUADRATIC HAMILTONIAN

Here, we provide technical details about the diagonal-
ization of the quadratic parts of the bulk Hamiltonian in the
main text. To this end, we decompose the matter field as
ϕ̂ðrÞ ¼ ϕ̂kðrÞ þ ϕ̂⊥ðrÞ and π̂ðrÞ ¼ π̂kðrÞ þ π̂⊥ðrÞ, whose
explicit forms are given by

ϕ̂⊥ðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ
2MNΩ

r X
kλ

�
ϕ̂⊥
kλe

ik·rϵkλ þ H:c:
	
; ðA1Þ

π̂⊥ðrÞ ¼ −i
ffiffiffiffiffiffiffiffiffiffiffi
ℏMΩ
2N

r X
kλ

�
ϕ̂⊥
kλe

ik·rϵkλ − H:c:
	
; ðA2Þ

ϕ̂kðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ
2MNΩ

r X
k

�
ϕ̂k
ke

ik·r k
jkj þ H:c:

�
; ðA3Þ

π̂kðrÞ ¼ −i
ffiffiffiffiffiffiffiffiffiffiffi
ℏMΩ
2N

r X
k

�
ϕ̂k
ke

ik·r k
jkj − H:c:

�
; ðA4Þ

where N ¼ V=v is the number of modes, ϕ̂⊥
kλ (ϕ̂

⊥†
kλ ) is the

annihilation (creation) operator of transverse phonons with

momentum k and polarization λ, and ϕ̂k
k (ϕ̂k†

k ) is the
annihilation (creation) operator of longitudinal phonons.
We recall that the transverse polarization vectors ϵkλ satisfy
Eqs. (6) and (7). At the quadratic level (U ¼ 0), only the
transverse components couple to the dynamical electro-
magnetic field, while the longitudinal components couple
to the static longitudinal electric field. In the similar manner
as in the electromagnetic Hamiltonian Ĥlight, the quadratic
part Ĥ0 of the matter Hamiltonian Ĥmatter can then be
diagonalized as in Eq. (12) in the main text.
To diagonalize the transverse part of the total quadratic

Hamiltonian Ĥ⊥
tot;0, it is useful to introduce the conjugate

pairs of variables for the field operators of electromagnetic
field π̂⊥ and Â in Fourier space:
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π̂⊥kλ ¼ −i
ffiffiffiffiffiffi
ℏ
2Ω

r �
ϕ̂⊥
kλ − ϕ̂⊥†

−kλ

	
; ðA5Þ

π̂⊥P
kλ ¼

ffiffiffiffiffiffiffi
ℏΩ
2

r �
ϕ̂⊥
kλ þ ϕ̂⊥†

−kλ

	
; ðA6Þ

Âkλ ¼
ffiffiffiffiffiffiffiffi
ℏ
2ωk

s �
âkλ þ â†−kλ

	
; ðA7Þ

ÂP
kλ ¼ −i

ffiffiffiffiffiffiffiffi
ℏωk

2

r �
âkλ − â†−kλ

	
; ðA8Þ

where the superscript P indicates that an operator is a
conjugate variable of the corresponding operator; i.e., each
pair of conjugate variables satisfies the canonical commu-
tation relations. The transverse part of the quadratic
Hamiltonian can then be simplified as

Ĥ⊥
tot;0 ¼

1

2

X
kλ

�
π̂⊥P
kλ ÂP

kλ

	� 1 0

0 1

��
π̂⊥P
−kλ

ÂP
−kλ

�

þ 1

2

X
kλ

ðπ̂⊥kλ ÂkλÞ
�

Ω2 −gΩ
−gΩ ω2

k þ g2

��
π̂⊥−kλ
Â−kλ

�
;

ðA9Þ

from which one can readily obtain Eqs. (20) and (21) in the
main text.

APPENDIX B: MACROSCOPIC
MAXWELL EQUATIONS

In the linear regime, elementary excitations of the elec-
tromagnetic fields in nonabsorbing matter can, in general,
be obtained by solving the macroscopic Maxwell equations
with using boundary conditions appropriate for a physical
setting of interest. Specifically, the dynamics of the
electromagnetic fields is governed by

∇ × Eþ ∂B
∂t ¼ 0; ðB1Þ

1

μ0
∇ × B ¼ ∂D

∂t ; ðB2Þ

∇ · D ¼ 0; ðB3Þ

∇ · B ¼ 0; ðB4Þ

where E is the electric field, B is the magnetic field, μ0 is
the vacuum permeability, and D is the macroscopic electric
field in matter. Transforming to the frequency basis, the
macroscopic electric field D is related to E via

DðrÞ ¼ ϵ0ϵðω; rÞEðrÞ ðB5Þ

with ϵ0 being the vacuum permittivity and ϵðω; rÞ being the
frequency- and position-dependent relative permittivity
reflecting material properties. We choose the Coulomb
gauge

∇ · AðrÞ ¼ 0: ðB6Þ
In terms of the vector potential, the equation of motion can
be simplified as

−ω2ϵðω; rÞ
c2

AðrÞ þ∇ × ½∇ × AðrÞ� ¼ 0; ðB7Þ

where c ¼ 1=
ffiffiffiffiffiffiffiffiffi
ϵ0μ0

p
is the vacuum light speed. In the bulk

case, one can simply solve this eigenvalue problem by
employing the spatial invariance and expressing the eigen-
solutions in terms of the plane waves [cf. Eq. (4)].

APPENDIX C: EIGENMODES IN THE CAVITY
CONFIGURATION

From now on, we focus on the heterostructure con-
figuration as illustrated in Fig. 5, which is symmetric
under the spatial parity transformation along the direction
perpendicular to the plane, i.e., under the reflection
ðx; y; zÞ → ðx; y;−zÞ.

1. Transverse modes

We first consider the transverse modes. In this case, the
vector field can be quantized and expanded as

ÂðrÞ ¼
X
η

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ

2ϵ0Aωη

s
½âηU⊥

η ðrÞ þ H:c:�; ðC1Þ

where A is the area of the system, η ∈ fq; n; λg labels
each eigenmode in the cavity setting, âη is its annihilation
operator, ωη is an eigenfrequency, and Uη is the corre-
sponding transverse eigenmode function satisfying
∇ · U⊥

η ¼ 0. Here, q is the two-dimensional in-plane wave
vector, n ∈ N labels a discrete eigenmode in each sector
λ ¼ ðΛ; PÞ with Λ ∈ fTM;TEg specifying the transverse
magnetic (TM) or the transverse electric (TE) polarization
defined by the conditions

½∇ × U⊥
η ðrÞ�z ¼ 0 ðTMmodesÞ; ðC2Þ

½U⊥
η ðrÞ�z ¼ 0 ðTEmodesÞ; ðC3Þ

and P ¼ � specifying the parity symmetry of the eigen-
mode function under the reflection:

½U⊥
η ðx; y;−zÞ�x;y ¼ P½U⊥

η ðx; y; zÞ�x;y; ðC4Þ

½U⊥
η ðx; y;−zÞ�z ¼ −P½U⊥

η ðx; y; zÞ�z: ðC5Þ
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Because of the spatial invariance in the x and y
directions, we can decompose the eigenfunction as

U⊥
η ðrÞ ¼ eiq·ρu⊥η ðzÞ; ðC6Þ

where ρ ¼ ðx; yÞT . The eigenvalue problem (B7) in the
present case can then be given by

−ω2
ηϵðωη; zÞ
c2

u⊥η ðzÞ þ e−iq·ρ∇ × f∇ × ½eiq·ρu⊥η ðzÞ�g ¼ 0

ðC7Þ

with the relative permittivity being defined by

ϵðω; zÞ ¼ ϵpðωÞ
X
s¼�

ϑðsz − d=2Þ

þ ξðωÞ
�X

s¼�
ϑðd=2 − szÞ − 1

�
: ðC8Þ

Here, we use the Heaviside step function

ϑðxÞ ¼
�
1 ðx > 0Þ
0 ðx < 0Þ ðC9Þ

and assume the relative permittivity functions in the metals
(jzj > d=2) and the insulator (jzj < d=2) as

ϵpðωÞ ¼ 1 −
ω2
p

ω2
; ðC10Þ

ξðωÞ ¼ 1þ g2

Ω2 − ω2
: ðC11Þ

We recall that ωp is the plasma frequency in the metal
mirrors, Ω is the frequency of the nondispersive matter
excitation such as an optical phonon mode in ionic crystals,
and g characterizes the strength of the light-matter coupling
between the matter dipolar mode and cavity electromag-
netic fields. It is also useful to express the electric and
magnetic fields in terms of the eigenmodes as follows:

ÊðrÞ ¼
X
η

ffiffiffiffiffiffiffiffiffiffi
ℏωη

2ϵ0A

s
½âηEηðrÞ þ H:c:�; ðC12Þ

EηðrÞ ¼ iU⊥
η ðrÞ; ðC13Þ

B̂ðrÞ ¼
X
η

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℏ

2ϵ0Aωη

s
½âηBηðrÞ þ H:c:�; ðC14Þ

BηðrÞ ¼ ∇ × U⊥
η ðrÞ: ðC15Þ

The boundary conditions require the continuity of n × Eη

and n · ½ϵ0ϵEη� across the interfaces with n being the unit

vector perpendicular to the surfaces. The latter condition is
equivalent to the continuity of the magnetic field orthogo-
nal to the surface normal n × Bη.

a. TM modes

Without loss of generality, we here consider the
TM-polarized eigenmodes satisfying

½Bη�y ≠ 0; ½Bη�x;z ¼ 0; ðC16Þ

½Eη�y ¼ 0; ½Eη�x;z ≠ 0: ðC17Þ

The Maxwell equation ∇ · B̂ ¼ 0 then leads to qy ¼ 0; i.e.,
the eigenmodes propagate along the x axis, and, thus, we
denote q ¼ qx. The parity conditions (C4) and (C5) in the
present case can be read as

½Bηðx; y;−zÞ�y ¼ −P½Bηðx; y; zÞ�y; ðC18Þ

½Eηðx; y;−zÞ�x ¼ P½Eηðx; y; zÞ�x; ðC19Þ

½Eηðx; y;−zÞ�z ¼ −P½Eηðx; y; zÞ�z: ðC20Þ

In terms of the mode function u⊥η , the TM modes
considered here satisfy

½u⊥η ðzÞ�y ¼ 0; ðC21Þ

½u⊥η ð−zÞ�x ¼ P½u⊥η ðzÞ�x; ðC22Þ

½u⊥η ð−zÞ�z ¼ −P½u⊥η ðzÞ�z: ðC23Þ

We first consider the case of the even parity P ¼ þ.
Solving the eigenvalue equation (C7) for the mode function
u⊥η with the transversality condition, i.e., ∇ · ðeiq·ρu⊥η Þ ¼ 0,
we obtain the explicit functional form of u⊥η for this class
of eigenmodes as shown in the first line in Table II. This
set includes the bands labeled as TM2, RTMn¼0;2;4…,
SS (¼TM0) that are shown in Figs. 6(a) and 6(d). In these
modes, the longitudinal wave number κη in the insulator
region is defined by

κ2η ¼
ω2
η

c2
ξðωηÞ − q2: ðC24Þ

We emphasize that κη takes either a real value or a purely
imaginary value. In the latter case, the eigenmodes are
localized at the interfaces and represent the surface modes.
We define the skin wave number νη, which is real and
positive, as follows:
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νη ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2 −

ω2
η

c2
ϵpðωηÞ

s
> 0: ðC25Þ

The coefficients uMη and uIη in the metals (M) and in the
insulator (I), respectively, satisfy the following relations
imposed by the boundary conditions:

uMη =uIη ¼ eνηd=2 cos ðκηd=2Þ

¼ −
ξðωηÞνη
ϵpðωηÞκη

eνηd=2 sin ðκηd=2Þ: ðC26Þ

Aside an irrelevant phase factor, these coefficients can
be fixed by further imposing the normalization conditionR
dzju⊥η ðzÞj2 ¼ 1.
In the same way as done above, we can also obtain the

corresponding eigenmodes in the case of the odd parity
P ¼ −. Their functional forms are given in the second line
in Table II. The corresponding coefficients satisfy the
boundary conditions

uMη =uIη ¼ eνηd=2 sin ðκηd=2Þ

¼ ξðωηÞνη
ϵpðωηÞκη

eνηd=2 cos ðκηd=2Þ ðC27Þ

and also the normalization condition
R
dzju⊥η ðzÞj2 ¼ 1.

These modes are labeled as TM1, RTMn¼1;3;5…, AS1;2 that
are shown in Figs. 6(b) and 6(e). We show typical spatial
profiles of the electric fields at low and high in-plane
momenta q for each of these TM modes in Fig. 9.

b. TE modes

In the case of the TE polarization, without loss of
generality, we can assume the following conditions:

½Eη�y ≠ 0; ½Eη�x;z ¼ 0; ðC28Þ

½Bη�y ¼ 0; ½Bη�x;z ≠ 0: ðC29Þ

From the transversality condition

∇ · ðeiq·ρu⊥η Þ ¼ 0 ðC30Þ

and the Maxwell equation ∇ · D̂ ¼ 0, we obtain the
condition qy ¼ 0; i.e., the TE modes considered here also
propagate along the x axis. The electromagnetic fields of
the TE modes transform under the parity transformation as

½Eηðx; y;−zÞ�y ¼ P½Eηðx; y; zÞ�y; ðC31Þ

½Bηðx; y;−zÞ�x ¼ −P½Bηðx; y; zÞ�x; ðC32Þ

½Bηðx; y;−zÞ�z ¼ P½Bηðx; y; zÞ�z: ðC33Þ

These conditions can be read in terms of the mode function
u⊥η as

½u⊥η ðzÞ�x;z ¼ 0; ðC34Þ

½u⊥η ð−zÞ�y ¼ P½u⊥η ðzÞ�y: ðC35Þ

The eigenvalue equation then leads to the functional
form in the third (fourth) line in Table II in the case of
the even parity P ¼ þ (the odd parity P ¼ −). The
boundary conditions require that the value of the mode
function u⊥η and its first spatial derivative must be con-
tinuous across the interfaces. More specifically, in the case
of the even parity, they lead to the conditions on the
coefficients uM;I

η ,

TABLE II. Eigenmodes in the cavity configuration. The labels of the bands are consistent with those shown in Fig. 6. The polarization
of each mode is specified by Λ ∈ fTM;TE;Lg, where TM and TE indicate the transverse magnetic and electric polarizations,

respectively, and L denotes the longitudinal polarization. The parity of the mode functions u⊥η and f kη are specified by P ¼ � (see also
the main text). We also indicate whether or not the divergence of the electric field ∇ · Eη vanishes. The last column shows the explicit
functional form of the mode function for each eigenmode, where ei indicates the unit vector in the direction i ¼ x, y, z.

Bands Λ P ∇ · Eη Mode function

TM2, RTMn¼0;2;4…,
SS (¼TM0)

TM þ Zero u⊥η ðzÞ ¼ uIηðcosðκηzÞex − iðq=κηÞ sinðκηzÞezÞ½ϑðd=2 − zÞ þ ϑðd=2þ zÞ − 1�
þ uMη

P
s¼�1 e

−sνηzðex þ isðq=νηÞezÞϑðsz − d=2Þ
TM1, RTMn¼1;3;5…,
AS1;2

TM − Zero u⊥η ðzÞ ¼ uIηðsinðκηzÞex þ iðq=κηÞ cosðκηzÞezÞ½ϑðd=2 − zÞ þ ϑðd=2þ zÞ − 1�
þ uMη

P
s¼�1 e

−sνnzðsex þ iðq=νnÞezÞϑðsz − d=2Þ
TE1, RTEn¼0;2;4… TE þ Zero u⊥η ðzÞ ¼ uIη cosðκηzÞey½ϑðd=2 − zÞ þ ϑðd=2þ zÞ − 1� þ uMη

P
s¼�1 e

−sνηzeyϑðsz − d=2Þ
TE0, RTEn¼1;3;5… TE − Zero u⊥η ðzÞ ¼ uIη sinðκηzÞey½ϑðd=2 − zÞ þ ϑðd=2þ zÞ − 1� þ uMη

P
s¼�1 se

−sνnzeyϑðsz − d=2Þ
L� L � Nonzero f kηðzÞ ¼ fIη

h�
q=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ2η þ q2

q 	
ðeiκηz � e−iκηzÞex þ

�
κη=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
κ2η þ q2

q 	
ðeiκηz ∓ e−iκηzÞez

i
× ½ϑðd=2 − zÞ þ ϑðd=2þ zÞ − 1�
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uMη =uIη ¼ eνηd=2 cos ðκηd=2Þ
¼ −

νη
κη

eνηd=2 sin ðκηd=2Þ; ðC36Þ

while in the odd-parity case we have to impose the
conditions

uMη =uIη ¼ eνηd=2 sin ðκηd=2Þ
¼ νη

κη
eνηd=2 cos ðκηd=2Þ: ðC37Þ

The normalization condition
R
dzju⊥η ðzÞj2 ¼ 1 can be also

imposed on the coefficients. In Figs. 6(c) and 6(f), the TE
modes with even parity are labeled as TE1, RTEn¼0;2;4…,
while the ones with odd parity are labeled as TE0,
RTEn¼1;3;5…. In contrast to some of the TM modes (such
as the AS1;2 and the RTM0 modes), the spatial profiles of
the electric fields are qualitatively insensitive to the in-
plane momenta for all of the TE modes; their typical results
are shown in Fig. 10.

2. Longitudinal mode

The other type of solutions is the longitudinal mode that
is characterized by the longitudinal electric field

∇ × Eη ¼ 0: ðC38Þ

Because of our choice of the Coulomb gauge Âk ¼ 0, the
longitudinal field is directly linked with the longitudinal
mode of the matter field ϕ̂k as discussed in the main text

[cf. Eq. (28)]. From the Maxwell equation ∇ · D̂ ¼ 0, we
can see that this mode oscillates in time at a constant
frequencyΩk corresponding to the vanishing permittivity in
the insulator

ξðΩkÞ ¼ 0; ðC39Þ

Ωk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 þ g2

q
: ðC40Þ
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FIG. 10. Spatial profiles of the TE modes in the cavity
configuration. The black dashed vertical lines indicate the
metal-insulator interfaces. The mode functions f kη of all the TE
modes have only the in-plane components, whose spatial profiles
are shown by the red solid curve (corresponding to the y
component of the electric field). The parameters are the same
as in Fig. 6. We use q ¼ 0.1Ω=c for the sake of concreteness,
while the spatial profiles of the TE modes are qualitatively
insensitive to a specific choice of the in-plane momentum q.

FIG. 9. Spatial profiles of the TM modes in the cavity configuration at low and high in-plane momenta q. The black dashed vertical
lines indicate the metal-insulator interfaces. The blue solid curve shows the spatial profile of the out-of-plane component ½iu⊥η ðzÞ�z of the
mode function (corresponding to the z component of the electric field). The red solid curve shows the spatial profile of the in-plane
component ½u⊥η ðzÞ�x of the mode function (corresponding to the x component of the electric field). The parameters are the same as in
Fig. 6, while the in-plane momentum q for low- and high-momentum results is chosen to be q ¼ 0.1Ω=c and q ¼ 7Ω=c, respectively.
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We can expand the longitudinal matter field in terms of the
mode function as

ϕ̂kðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ℏ
2MNdΩ

s X
η

h
ϕ̂k
qnλe

iq·ρf kηðzÞ þ H:c:
i
; ðC41Þ

where the longitudinal mode function satisfies

∇ ×
h
eiq·ρf kηðzÞ

i
¼ 0: ðC42Þ

Meanwhile, the Maxwell equation ∇ × Ê ¼ −ð∂B̂=∂tÞ
ensures the vanishing magnetic field B̂ ¼ 0. Thus, it suffices
to consider only the longitudinal electric field, and, without
loss of generality, we here consider the modes satisfying

½Eη�y ¼ 0; ½Eη�x;z ≠ 0; ðC43Þ

Bη ¼ 0: ðC44Þ

The corresponding in-plane momenta point to the x direc-
tion, i.e., qy ¼ 0, and, thus, q ¼ qx. The boundary con-
ditions at the interfaces lead to the vanishing electromagnetic
fields in the metal mirrors. The resulting explicit functional
form of the mode function is given in the last line in Table II.
Depending on the parity P ¼ � defined via the relations

h
f kηðzÞ

i
y
¼ 0; ðC45Þ

h
f kηð−zÞ

i
x
¼ P

h
f kηðzÞ

i
x
; ðC46Þ

h
f kηð−zÞ

i
z
¼ −P

h
f kηðzÞ

i
z
; ðC47Þ

there are two classes of solutions, which are labeled as the
L� modes in Fig. 6(a). The corresponding longitudinal wave
number κη can be simply obtained by the boundary con-

ditions ½f kηð�d=2Þ�x ¼ 0.

APPENDIX D: LOSS EFFECT ON THE
SOFTENED POLARITON MODE

We here provide further details about the analysis of the
cavity loss. To be specific, we employ the Drude model and
use a phenomenological complex permittivity. The result-
ing complex eigenvalue equation at q ¼ 0 is

ω ¼
κ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
p=ðω2 þ iωγÞ − 1

q
ξðωÞ tanðκd=2Þ ; ðD1Þ

where we recall that γ > 0 represents the cavity-loss rate.
The results in Fig. 7 in the main text are obtained by solving

Eq. (D1) for the solution that reduces to the RTM0 mode in
the lossless limit γ → 0.
Two remarks are in order. First, while the imaginary part

of the complex Drude permittivity diverges in ω → 0, this
divergence does not mean that an eigenmode should have a
vanishingly short lifetime. The reason is that an eigenfre-
quency can go down to zero if and only if the bare phonon
frequency also vanishes Ω → 0, indicating that the diver-
gence of the Drude permittivity is necessarily compensated
by that of ξðωÞ [cf. Eq. (D1)]. Second, it is worthwhile to
note that the Kramers-Kronig relations can, in principle, be
recovered even in the lossless limit by extending the
permittivity as follows [197]:

ϵpðωÞ ¼ 1 − ω2
p

�
1

ω2
þ iπδð1ÞðωÞ

�
; ðD2Þ

where δð1Þ is the first derivative of the Dirac delta function.
While this additional contribution can be of physical
importance when one is interested in real-time dynamics,
it is irrelevant to the main results discussed in the
present paper.

APPENDIX E: DETAILS ABOUT PHYSICAL
PROPERTIES OF THE HYBRIDIZED MODES

We here discuss full details about physical properties of
the hybridized elementary modes. First, to gain further
insights into the most-softened mode, in Fig. 11, we plot
the spatial profiles of the electric field E of the RTM0

mode. Figures 11(a) and 11(b) show the electrical flux lines
of the RTM0 mode at low and high in-plane momenta q,
respectively, with the color indicating the magnitude of the
out-of-plane component Ez of the electric field. We note
that our convention of denoting the z component as the out-
of-plane one is in accordance with the planar cavity setting
whose metal-insulator interfaces are parallel to the xy
plane. Without loss of generality, here we focus on the
mode propagating in the x direction, i.e., q ¼ qx, leading to
the condition Ey ¼ 0 (see Appendix C). Figures 11(c)
and 11(d) show the low-q and high-q spatial profiles of the
in-plane (red solid curve) and the out-of-plane (blue solid
curve) components of the electric field at x ¼ 0. At low q
before crossing the lower bulk dispersion, the field pre-
dominantly points to the in-plane direction and extends
over the insulator region jzj ≤ d=2 [Fig. 11(c)]. In contrast,
after crossing the bulk dispersion, the longitudinal wave
number κη turns out to take a purely imaginary value, and
the field profiles qualitatively change. Specifically, at
high q, the fields are localized around the interfaces, and
the z component of the electric field exhibits significant
discontinuities due to the surface charges concentrated on
the metal interfaces [Fig. 11(d)]; these features are
characteristic of surface polariton modes. As shown in
the main text, it is the softening of the RTM0 mode
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discussed here that triggers the structural instability of
materials, thus ultimately inducing the paraelectric-to-
ferroelectric phase transition.
We next consider the symmetric and antisymmetric

surface modes denoted as SSð¼TM0Þ and AS2 in
Figs. 6(a) and 6(b), respectively. The assignment of the
label TM0 to the SS mode is in accordance with the
convention of studies in plasmonics [148]. At a high in-
plane wave vector q, the SS and AS2 modes become bound
modes that are localized around the interfaces; the field
amplitudes take maxima at the interfaces and exponentially
decay away from them. In the limit of q → ∞, the energy
dispersions for both of the SS and AS2 modes become
flat and saturate to the same, finite frequency below ωp.
Meanwhile, at q ¼ 0, the AS2 mode starts from a frequency
lower than that of the SS mode, and, thus, the former
exhibits a larger dispersion. The SS mode can have a real
longitudinal wave number κη at low q, and, thus, it can be
radiative; i.e., it can be coupled to light modes outside the
cavity when metal mirrors have finite thicknesses. As a
result, the SS mode can contribute to optical properties of
the system. With increasing q, the longitudinal wave
number κη changes from a real value to a purely imaginary
value, and the SS mode changes into the nonradiative

mode. In contrast, the AS2 mode is nonradiative over the
entire in-plane momentum and can potentially be applied to
nanoscale plasmonic waveguides owing to its localized and
dispersive nature. The difference between two surface
modes at low q also results in their qualitatively different
low-energy polarization behavior; the dipole moment of the
SS mode points to the in-plane direction, while that of the
AS2 mode is purely out of plane. It is worthwhile to
mention that in the context of plasmonics the nanoscale
localization of such surface modes has previously been
utilized for squeezing light waves below the diffraction
limit [198,199].
The highest band [denoted as TM2 in Fig. 6(a)] starting

from the plasma frequency ωp at q ¼ 0 is essentially the
upper branch of the standard plasmon polaritons. This
hybridized mode reduces to the bare plasmon (photon)
excitation in the limit of q → 0 (q → ∞). The next-highest
band [denoted as TM1 in Fig. 6(b)] initiates from a
frequency slightly below the plasma frequency and has a
physical origin similar to the TM2 mode, but there still
exists a difference that the TM1 mode sustains the non-
vanishing hybridization with the electromagnetic fields at
low q. The mode functions u⊥η of the TM1;2 modes and the
corresponding dipole moments predominantly point to the
directions parallel to the interfaces at low q. The longi-
tudinal wave number κη remains real over the entire in-
plane momentum space, and, thus, the amplitudes of the
TM1;2 modes extend over the insulator region (see also
Fig. 9 in Appendix C).
When the plasma frequency is close to the phonon

frequency and the hybridization with plasmons becomes
particularly prominent, the above crossover behavior of
the RTM0 mode also manifests itself as the emergence
of roton-type excitations. To see this result explicitly, in
Fig. 12, we show the energy dispersion of the RTM0 mode
at different light-matter coupling strengths g with a low
plasma frequency. It is evident that the energy dispersion
takes the minimum value at finite in-plane momentum
q� > 0, indicating the formation of roton excitations.
Physically, this minimum roughly corresponds to the
vanishing point of the longitudinal wave number κη ¼ 0,
at which the crossover from low to high in-plane momen-
tum behavior occurs [compare Fig. 11(c) with Fig. 11(d)].
While a specific value of the finite in-plane momentum q�
depends on system parameters such as the thickness of the
insulator, it is a general feature that roton excitations
eventually disappear (i.e., q� → 0) as the plasmon compo-
nent in the eigenmode becomes less significant by, for
instance, increasing either the light-matter coupling
strength g or the plasma frequency ωp.
The lowest mode in the TM polarization, which is

denoted as AS1, lies slightly below the lower bulk
dispersion (black dotted curve) and converges to the linear
photon dispersion at q → 0 in contrast to the other modes
featuring quadratic asymptotes. This mode essentially

RTM low q RTM high q0 0
z

Out-of-plane
In-plane

x [1/q] x [1/q]

[d
]

z [d] z [d]

z
[d

]

(a) (b)

(c) (d)

Out-of-plane
In-plane

FIG. 11. (a),(b) Electrical flux lines and (c),(d) spatial profiles
of the mode function (i.e., the electric field) for the most-softened
phonon mode denoted as the RTM0 mode. Without loss of
generality, we consider the mode propagating in the x direction
with the in-plane momentum q ¼ qx and the vanishing electric
field in the y direction Ey ¼ 0. (a),(b) The black solid curved
arrows indicate the electrical flux lines on the xz plane at (a) low
and (b) high in-plane momenta q. The color indicates the
magnitude of the electric field Ez perpendicular to the interfaces.
(c),(d) The spatial profiles of the in-plane (red solid curve) and the
out-of-plane (blue solid curve) components of the electric field at
x ¼ 0 in (a) and (b) are plotted in (c) and (d) in the arbitrary unit,
respectively. The black dashed vertical lines indicate the inter-
faces at jzj ¼ d=2. The parameters are d ¼ c=Ω, g ¼ 3.5Ω, and
ωp ¼ 5Ω. We set q ¼ 0.1Ω=c in (a),(c) and q ¼ 7Ω=c in (b),(d).
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shares the similar properties with the AS2 mode; both of
them are localized modes over the entire in-plane momen-
tum q and point out of the plane at low q due to the surface
charges. The AS1 mode asymptotically becomes a purely
photon mode at q → 0.
The longitudinal modes L� in Fig. 6(a) have the parity

P ¼ � and lie at the constant frequency Ωk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 þ g2

p
.

These nondispersive modes arise from the vanishing
insulator permittivity and are characterized by the nonzero

divergence of the mode function ∇ · ðeiq·ρf kηÞ ≠ 0. Both the
in-plane and out-of-plane amplitudes of the longitudinal
electric field extend over the insulator region, while the
amplitudes vanish in the metal regions due to the boundary
conditions. At low q, the out-of-plane component becomes
dominant in the insulator region due to the surface charges.
Finally, we discuss the TE-polarized bands of both

parities P ¼ � plotted in Fig. 6(c). The corresponding
magnified plot around the phonon frequency is also shown
in Fig. 6(f). These TE modes have simpler structures than
the TM ones; i.e., each of the modes lies slightly above the
higher or lower branches of the bulk dispersions (black
dotted curves) due to energy enhancements by the cavity
confinement. We label the higher set of the TE modes as
TE0;1, while the lower set of a large number of resonant TE
modes as RTEn¼0;1;2…. Because the mode functions (and,
thus, the electric fields) for all the modes are continuous
even at the interfaces, the origin of the enhanced energies in
these TE modes can simply be understood as the acquis-
ition of nonzero longitudinal momentum associated with
the cavity confinement. Indeed, the corresponding longi-
tudinal wave number κη remains real for all the TE modes
over the entire region of the in-plane momentum q.

This real-valuedness of κη also indicates that the TE modes
are essentially radiative photonic modes that can directly
couple to light modes outside the system when the
thicknesses of the metal mirrors are taken to be finite.

APPENDIX F: APPLICATIONS OF
CAVITY-BASED CONTROL OF
POLARITON DISPERSIONS

Substantial modifications of the polariton dispersions in
the cavity geometry (see, e.g., Fig. 6 in Sec. III) are generic
features for collective dipolar modes coupled to confined
light modes. In this respect, the cavity-based control
of energy-level structures can potentially be applied to a
wide range of systems such as ionic crystals, molecular
solids, assembled molecules, and excitonic systems.
Organic molecules are particularly promising for such
applications, since their excitations have large dipole
moments and crystals can achieve high-molecular densities
[200]. Recent experiments have demonstrated the strong
coupling between a single molecule and a cavity mode even
for the modest cavity quality factors [131,201]. This result
means that the strength of the coupling between the
molecular optical excitation and the cavity mode exceeds
the decoherence rate of the excitations [69,90,106,202].
Besides a case study of the cavity-enhanced ferroelectricity
in Sec. IV, we discuss below that the cavity-induced
changes in the hybridized dispersion can be utilized to
improve the efficiency of organic light-emitting devices
(LEDs) and to realize exciton-photon converters.
We consider a crystal of polar molecules surrounded by

metallic electrodes as shown in Fig. 13. The relevant
infrared active mode can be either an electronic excitation,
such as the E1 electronic transition, or a vibrational
excitation of the molecular crystal. While these two types
of excitations have very different frequencies (i.e., optical
vs midinfrared), the general formalism presented in Sec. III
should be applicable to both cases. Either one of these
modes can be introduced as a nondispersive mode having
the frequency Ω in Eq. (12). To be concrete, we focus on
the case of electronic excitations and argue that the
proposed cavity configuration can be applied to improve
efficiencies in molecular LEDs.
A major challenge in organic LEDs is that the lowest

excitonic state is a spin triplet, which is optically dark (i.e.,
it recombines through nonradiative channels). The reason is
that Hund’s rule for electrons in a molecule favors the spin
alignment, and, thus, the spin triplet excitonic states are
lower in energy than the singlet ones. Having a practical
method of reversing the order of excitonic states by making
the singlet state of an exciton lower in energy has important
implications for improving the efficiency of organic LEDs
[122]. In the cavity configuration, since triplet excitonic
states are dark, they do not couple to light and are not
strongly modified. In contrast, the singlet excitonic state
hybridizes with confined light modes and forms the

FIG. 12. The RTM0 mode at different light-matter coupling
strengths gwith a low plasma frequency. The strong hybridization
with plasmons leads to the emergence of the minimum of the
energy dispersion at finite in-plane momentum q� > 0, indicating
the formation of roton-type excitations. The parameters are
d ¼ c=Ω and ωp ¼ 2Ω.
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softened collective modes such as the RTM0 mode
shown in Fig. 6(a). This result should make it possible
to have the lowest excitonic state as a spin singlet, thus
realizing efficient organic LEDs [see the red solid curve in
Fig. 13(b)]. While this type of hybridization has been
discussed in the literature before [122], the novelty of the
present consideration is the inclusion of the continuum of
both collective matter excitations and cavity light modes
in a slab of a finite thickness as well as taking into account
the dispersive nature of the hybridized excitations there.
In general, the dispersive nature could be utilized to
further tune the selective control of chemical reactivity
landscapes in order to enhance or suppress certain types of
photochemical reactions. Remarkably, an inversion of the
singlet-triplet polaritons has recently been demonstrated in
organic microcavities [125]; it is interesting to consider
whether such a technique can be transferred to continuum
collective excitations associated with nontrivial dispersions
as discussed here.
We next discuss a complementary idea of using a cavity

to facilitate the conversion of photons into pairs of triplet
excitons. This process could be useful for generating
entangled pairs of excitations. At ambient conditions, such
conversion process is challenging to realize, because the
resonant absorption of light occurs at the energy of singlet
excitons and this energy is only slightly above the energy of

the triplet excitons; typical energy spacing is characterized
by the Hund’s splitting and is an order of a few meV.
This limitation can be overcome by utilizing the pro-

posed cavity setup. As discussed before, when a molecular
solid is confined in the cavity, the singlet exciton hybridizes
with light modes while the triplet one does not. This
difference can lead to the formation of a hybridized singlet
mode above the original exciton energy [see, e.g., the blue
solid curve S0 above the black dashed horizontal line S in
Fig. 13(b)]. One may, for example, use the SSð¼TM0Þ and
AS2 modes for this purpose. Owing to the nontrivial
dispersion of such a hybridized mode, one can tune the
in-plane momentum q (and the thickness d or the plasma
frequency ωp if necessary) such that a hybridized singlet
energy ωS0 becomes equal to twice of the triplet energy 2ωT
and, thus, the conversion process of a single photon into
two triplet excitons becomes resonant [cf. the dashed
black arrows in Fig. 13(b)]. One can create singlet exciton
polaritons at finite in-plane momenta by, e.g., having
incident light at a nonzero angle or constructing a grating
on the surface of the metals.

APPENDIX G: DETAILS OF THE
VARIATIONAL ANALYSIS

We here provide technical details about the variational
analysis. As explained in the main text, we minimize the
following variational free energy with respect to a varia-
tional parameter reff [cf. Eq. (47)]:

Fv ¼ −
1

β
lnZ0 þ δEeff;1 þ δEeff;2: ðG1Þ

Here, the first term corresponds to the free energy for the
noninteracting theory with

Z0ðreffÞ ¼
Y
qnλ

½1 − e−βωqnλðreffÞ�: ðG2Þ

The second term δEeff;1 contributes from an expectation
value of the quadratic terms in the energy difference
ĤtotðrÞ − Ĥtot;0ðreffÞ with respect to the variational state,
resulting in

δEeff;1ðr; reffÞ ¼
ℏðr − reffÞ
4

ffiffiffiffiffiffiffi
reff

p
X
qnλ

cqnλ coth

�
βℏωqnλðreffÞ

2

�
:

ðG3Þ

Here, positive coefficients cqnλ are defined by

cqnλ ≡ ζðωqnλÞ
Z

d=2

−d=2
dzjf qnλðzÞj2; ðG4Þ

where ζðωÞ ¼ g4=½g4 þ ðreff − ω2Þ2�. The mode function
f qnλðzÞ represents f⊥qnλ for transverse modes with

q

T
S

S

(b)(a)

Molecular solid

Metal

Metal

  =2 T

FIG. 13. Possible applications of the cavity setting to molecular
and excitonic systems. (a) Schematic figure illustrating the
proposed setup, in which molecular solids or assembled mole-
cules interact with light modes confined between metal mirrors.
(b) Schematic figure illustrating applications of the elementary
excitations in the cavity setting to an organic light-emitting device
and a photon-exciton conversion. The black horizontal solid
(dotted) line denoted as T (S) indicates a bare nondispersive
triplet (singlet) energy of a molecular state or an electron-hole
pair. Only the singlet state S couples to confined light modes,
resulting in the split into the multiple branches of the in-plane
dispersions. A lower dispersion (red solid curve denoted as S00)
can potentially be applied to enhance the efficiency of organic
light-emitting devices. Tuning the in-plane momentum q or the
thickness of the layer, a higher dispersion (blue solid curve
denoted as S0) can be used to realize the resonance condition
ωS0 ¼ 2ωT , leading to a conversion of a photon into a pair of
triplet excitons as denoted by two dashed black arrows.
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Λ ¼ TM;TE, while it represents f kqnλ for longitudinal
modes with Λ ¼ L; their explicit functional forms are
given in Appendix C. The final term δEeff;2 results from
the nonlinear term in the microscopic Hamiltonian; after
using the Cauchy-Schwarz inequality, we can bound it as

δEeff;2ðreffÞ

≤
ℏ2U

4M2reffN

�X
qnλ

c̃qnλ coth

�
βℏωqnλðreffÞ

2

��
2

;

ðG5Þ

where we introduce positive coefficients

c̃qnλ ≡ ζðωqnλÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d
Z

d=2

−d=2
dzj f qnλðzÞj4

s
: ðG6Þ

Summing up the right-hand sides of Eqs. (G2), (G3), and
(G5), we obtain the variational free energy. While strictly
speaking this result gives the upper bound of Eq. (47), in
this paper we term this summation as the variational free
energy Fv for the sake of notational simplicity.

One possible way to infer the quality of the present
variational theory is to check the convexity of the varia-
tional free energy and its variance around the global
minimum reff ¼ r�eff . In general, when the free-energy
landscape turns out to be nonconvex and has several local
optima, it should raise the question about the validity of a
choice of variational states. However, in the present
analysis, the free-energy landscape is very well behaved
and has only a single global minimum. In particular, the
landscape around the global minimum becomes sharper
as we approach to the transition point at r�eff ¼ 0. These
features can be inferred from Fig. 8(a) in the main text.
In addition to plotting the variational free energies and

the resulting phase diagrams as shown in Fig. 8, it is also
useful to plot the most-softened phonon mode (i.e., the
RTM0 mode) with varying the insulator thickness d, but
at the fixed tuning parameter r (see Fig. 14). It is this
softening that destabilizes the paraelectric phase when it
goes down to zero energy, triggering the phase transition.
Thus, the unstable dipolar phonon mode at the verge of the
transition is precisely the transverse one and points to the
in-plane direction [cf. Figs. 11(a) and 11(c)]. We emphasize
that the results in Fig. 14 are obtained by using the
renormalized effective phonon frequency Ω�

eff ¼
ffiffiffiffiffiffiffi
r�eff

p
for each thickness d, which is determined from identifying
the minimum of the variational free energy including
the nonlinear interaction in a self-consistent manner
[cf. Fig. 8(a)]. We note that all the contributions from
the “spectator”modes, i.e., the modes other than the RTM0,
are also included in the variational analysis to determine the
renormalized phonon frequency. As shown in Fig. 14, to
realize the ultimate softening of the RTM0 mode, a sparser

band structure as realized with a thinner layer is preferable,
since the phonon hardening due to the nonlinear repulsive
interaction between the energetically dense elementary
modes can be mitigated.
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